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Preface

Authoring of Adaptive Hypermedia is difficult aniine consuming. Three main problems exist: there
is no really usable interface for authoring, aushizeive to do everything manually, they are notséesi

in any way and there is no good way to deal witbl\eémg contexts. In this thesis, we present a step
towards a solution. We discuss the integration fed generic Adaptive Hypermedia authoring
environment MOT into a Semantic Desktop environmant the integration with an improved, better
usable authoring interface. In our prototypic setine semantic desktop environment provides a rich
source of automatically generated meta-data, WWAlET provides a convenient way to enhance this
meta-data manually, as needed for an adaptive eécemsironment. Some techniques of malleable
schemas will be used to deal with changing enviremisiand data.

There are many people who | would like to thanktfair contributions, if | try to mention all oféim

I will certainly forget to mention some. Howevewbuld certainly want to mention my supervisor in
Eindhoven, Dr. Cristea, with whom | had a pleasamrd fruitful collaboration, and my supervisor in
Hannover, Prof. Dr. techn. Wolfgang Nejdl, who gave the opportunity to spent 5 months in such an
inspiring place as the L3S research centre andetlefpe gain insight in the concept of Semantic
Desktop. | would also like to thank Dr. Herder bétL3S research centre for his valuable feedback on
intermediate versions of the thesis.

Maurice Hendrix
Maastricht July 2006
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Chapter 1 Introduction

1. Introduction

Adaptive Hypermedia is a generalized paradigm febwwages which can adapt their content towards
the users need. Active research, see for exampist¢&, De Mooij, 2003b) or (De Bra et al., 2008),
being done and a number of systems currently afrezidt.

In this thesis we will describe the developmentaofrototypic Adaptive Hypermedia authoring
environment. This will show that authors can indbedorovided with a usable interface and authoring
assistance and that the authoring process its@iéltly can be made more profitable. In the process,
existing Adaptive Hypermedia authoring environmenitl be integrated with an environment which
allows retrieval of relevant information, 8emantic Desktop environmerkhis integration will
combine two fields, which where previously almostnpletely separated. The prototype makes the
creation of courses in an Adaptive Hypermedia systasier, by semi-automatically adding content
with appropriate adaptation. An author may havekwon his desktop which is private, work in
progress, or which he does not want to publishafoy other reason. We want to give the author full
control over what gets added and thus, what wilinaele publicly available.

Authoring of Adaptive Hypermedia is considered idifft and time consuming. Currently, Adaptive
Hypermedia systems require authors to learn a doaipt way of authoring, which puts off a lot of
potential users (Saksena, Cristea, 2006). Theretbere is a great need of improving authoring
environments for Adaptive Hypermedia. The challeigg&o provide an authoring environment, with
which authors will be able to author their conten& much easier way, an environment in which they
are not required to learn any complicated new fésnaad where they are helped during the authoring
process. When this is achieved, authoring itselaéptive Hypermedia will become more accessible
to authors anywhere.

A possible way of solving the problem difficulty of authoringis to address the issue ofuaable
interface Such ausable interfacés developed by (Cristea et al., 2006b) and (Saks€ristea, 2006).
In (Saksena, Cristea, 2006), an Adaptive Hypermgglitem with increasagsability is defined, based
on user-system interaction studies, see also éaisEristea, 2004), (Cristea, 2004) and (Cristea, d
Mooij, 2003c). The system defined offers a reldyiveasy interface to authors, which will prevent
them from having to spend too much effort to ledainterface.

In this thesis we focus on another issue that deviate thedifficulty of authoring the need for
assistanceln particular, here we consider that the auttzor loe helped a great deal, if, starting from a
basic course which offers no (or little) adaptivihe is provided with suggestions of related canten
add for adaptation — thereby semi-automaticallyating content alternatives for different paths
through the content. As an author is expecteddo be an expert in the field, one of the best ssurc
for reliable related information, disregarded bg\pous research, is the author's own desktop. ffier t
purpose we use a special desktop, calledsteantic Desktop

The Semantic Desktops a paradigm for desktop computing, where infdromis stored in a way
which captures its meaning, to some extent. Thablkes retrieval of relevant information in a much
better way than with information stored as raw eantOf course, this information does not stayictat
but evolves. The exact way in which this informatie stored also evolves. Our approach will also be
dealing with this important issue, in order to pdevmore then just a short-term solution.

This chapter is organised as follows. The concepfsdaptive Hypermedia and Semantic Desktop will
be introduced in more detail in sections 1.1 arl In section 1.3, the problems current Adaptive
Hypermedia authoring systems face are describedoire detail, and, in section 1.4, we describe our
thesis’ goals, defined in order to solve these fgrob. Finally, in section 1.5, an overview of tlestrof

the thesis can be found.

1.1. Adaptive Hypermedia

Adaptive Hypermedia systems adapt the contentshey towards the user’s need. Research Adaptive
Hypermedia systems have models where a clear-stibction is made between content, grouping of
content and adaptation towards a user (Brusilowskwl., 1996). Such a clear-cut separation of
concerns is absolutely essential, in order to e tbeffectivelyauthorcontent in the long run.

Adaptive Hypermedia systems enable an author tatereontent, which, with the use of adaptation,
only gets delivered to the users it is intended f&s already mentioned, however, authoring is
currently still a difficult and time-consuming pess. The reasons behind this are the poor interface
available, as well as the lack of specific, adaptitypermedia-oriented authoring assistance. These



Chapter 1 Introduction

problems have to be addressed in order to providaushoring environment which has a chance of
offering real benefits to authors. Our solutions, dherefore, a first step towards such an improved
authoring environment and towards acceptance araotigprs of authoring for adaptive content.

1.2. Semantic Desktop

There is a lot of data we all use every day. Mdshis data however is just stored as raw data)auit

any obvious semantics. The Semantic Web (W3C, 280&)web of data, with a meaning attached.
Systems can make use not only of the raw dataalsd,of this meaning. A storage format called RDF
has been defined to capture this new type of ditdor example, people talk, they do not just
exchange raw data, but this data also has a meahinarties involved in a dialogue (both peopteai
conversation, and systems in a transaction) haggr@e upon a common meaning of the data. This can
be done by means of defining a common ontologys Thian agreement on the structure of the data
and suggests a common way of interpreting the diataur approach to create author assistance, we
will use this kind of data to be able to semi-auativally offer sensible (adaptive) content, whieh a
author can add to his work. However, just as isdage of a conversation between humans, not all
parties necessarily agree exactly on the way teesemt and interpret data. If, however, the diffese

is not too great, humans can still make a mappfrtgeinformation they receive from one another to
something they understand. Our solution will hawvdéé able to do this as well for systems, because i
may have to deal with data from various sourcesadmifferent versions.

On a true Semantic Desktop we would not only capsimple names, folder hierarchies and creation
dates, such as one normally would by only usingctiveent file system attributes, but also many othe
information types about files. This richer struetuwwould allow categorizing resources by rich
ontologies (Hendrix et al., 2006). Links (such afikd in RDF) can express several types of
relationships between documents explicitly. Theentty used folder hierarchies can only express one
type of relation: theis-part-of relation. A Semantic Desktop environment will igt@nd keep track of
semantic data regarding the files present on tihepater. This among other things makes it easier to
find files or other information. In our case, susdmantic data can be used to retrieve information
necessary to add adaptive content semi-automaticall

1.3. Towards a better Adaptive Hypermedia authoring
environment

As already mentioned, if we are to make the autlgotask easier, we need to address the problem of
the poor usability of Adaptive Hypermedia systemsvell as the lack of authoring assistance. We also
need to provide a way of handling evolving semadéta to a certain extent, in order to be ablake t
advantage of data from various sources and versions

We argue that we can solve these problems and maaffiest step towards a better Adaptive
Hypermedia authoring experience. We want to do Hyistaking advantage of a newly improved
Adaptive Hypermedia authoring system, which prosiderelatively usable interface via web forms.
This solution to the problem of the poor interfdwad therefore to be integrated with a Semantic
Desktop environment, and we endeavoured to shotthisintegration can indeed provide authoring
assistance.

In this thesis we will treat these problems firdilgm a theoretical point of view, and then show, i
praxis, how a prototype based on this integratemiodeed be built, the problems it solves, and how
can handle evolving semantic data.

In the following sections we will be having a closeok at these three problems: the lack of a wsabl
interface, the lack of authoring assistance antirdeaith evolving semantic data, as well as shbatt
solving these problems represent a step towarester Adaptive Hypermedia authoring environment.

1.3.1. The lack of a usable interface

Currently, authors are often put off by the (ladkoo complexity of) authoring systems for Adaptive
Hypermedia. For some systems, they would haveaim leomplex formats, for others they would have
to deal with a complicated interface. Authors whe also experts in computer science, may not be put
off by this, but authors from other fields will dssbe scared away, if for example they world h&ve
author in a format like the CAF format (Cristeaaét 2005b) directly. The CAF format is a common
format used to exchange content between differelapfive Hypermedia systems. The example below
shows a CAF file with one domain map, displayedhi@ domain model part. The domain model is
called ‘Adaptive Hypermedia’ with a root concepitetil ‘Adaptive Hypermedia'. It has some attributes
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which are skipped for the time being, and it iscu® a goal map which is not shown either, but is
located in the goal model part.

<CAF>
<domainmodel>
<concept>
<name>Adaptive</name>
<concept>
<name>Adaptive Hypermedia</name>
<attribute>
<name>title</name>
<contents>Adaptive Hypermedia</contents>
</attribute>
</concept>

</c6'ﬁcept>

</domainmodel>

<goalmodel>

</goalmodel>
</CAF>

An easy to use authoring system, in which the fater feels natural and where the functionality
needed for authoring of Adaptive Hypermedia is ienpénted in a sensible way will have the potential
to open authoring of Adaptive Hypermedia to nonegigin the field.

To see why this problem needs to be tackled onveay towards a better Adaptive Hypermedia
authoring interface, consider the following scemarn arts teacher wants to make an adaptive
presentation on video art. He thinks it usefult students to start with a basic introductiostfand
then move on from there. He decides, thereford,ithaill be a good idea to deliver the presentatio
interactively via an Adaptive Hypermedia systenattis able to pace the information delivery process
and, e.g., can deliver extra information, only wisardents are ready to read it, and not eariler.

The teacher may be intimidated by the idea of iearnew, complex formats, and opts therefore to use
instead an Adaptive Hypermedia authoring systenh &itweb forms interface, such as My Online
Teacher (MOT website ). This may sound as ifgnablem is thereby solved. However, this particular
teacher, after entering a few concepts, loose& whthe information already inserted. The ‘noi#’l
version of MOT, however, (as most extant authorsygtems for adaptive hypermedia) does not
provide a search function. After finding the parthis course back by hand, the teacher triesdales

the information into actual presentations. Thekirinterface for this process confuses the teacher;
moreover, as he gets more and more caught up innthieacies as well as inconsistencies of
terminology (e.g., a domain map being also callatcept map, etc.) he may give up his initial idéa
using an Adaptive Hypermedia system at all.

This short doomsday scenario shows that, althoughinterface is considered, in research, as a
secondary feature, when facing a real user, atedace can actually hide the rich functionalifyao
system, instead of highlighting it. Therefore gaai@rfaces themselves are important.

Next, we shall look at other issues in authoring.

1.3.2. The lack of authoring assistance

Adaptive presentations offer advantages abovecgtadisentations, by delivering information tailored
to the users’ needs (Brusilovsky, 1996). Creatidgptive presentations, however, is time consuming
and difficult. Therefore, any authoring system é&ataptive hypermedia would need to offer a great
degree of assistance, in order to be successful.

In particular, to achieve useful adaptation, a neirdf alternative paths through the contents have t
be created. In order for Adaptive Hypermedia topada the user, all these possible alternativeshvhi
can be shown still need, traditionally, to be cedahanually. However, as some experts stronglytput
‘manual creation of meta-data is ded@uval, 2006) and the future is for (semi-)autamgeneration

or processing of metadata. In our setting, this naethat relying on the author to enter content
alternatives and meta-data by hand is not a gosal @s an author will probably not be able to ptevi
all the required data in a reasonable time.

Therefore, the challenge is to make the authorasl easier, by automating as many of the content
creation steps (replacing them with content resfieand the content labelling steps, as possitiés T
is the type of assistance we target here, in tiesis. The final product of this automatic, adaptiv
authoring process will be based on the LAOS (CaistBe Mooij, 2003b) model. The LAOS
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framework for Adaptive Hypermedia authoring is gel@d model, in which content, grouping of
content, presentation and adaptation towards tbe igsseparated in different layers. This sepamatio
enables a structured approach of the authoringepeogsee section 2.1.1).

In this thesis, the automatic data generation p®eachieved by combining Semantic Desktop search
with (semi-) automatic authoring of Adaptive Hype&aia.

The following motivating scenario for adaptive authg builds upon both automatically and manually
generated meta-data. It has been first describ@dendrix et al., 2006) and illustrates the problem
try to solve.
Dr. Van Bos prepares a new on-line course on Adaptiypermedia for undergraduat8 yiear TU/e
students. The university work distribution allocatelimited amount of time for this, equivalenthe
creation of a static, linear course. However, hesus concept-based adaptive educational hypermedia
authoring environment with adaptive authoring suppMOT (Cristea, De Mooij, 2003), (MOT
website ) because of two main reasons:
Dr. Van Bos considers it useful to be able to edxtéime course in the future with more
alternative paths guided by adaptivity.
He wants to benefit from automatic help duringaléhoring process.
This decision costs him slightly more time than $kegtic course creation, as he has to manuallyléivi
his course into conceptual entities with explicitependent semantics and semantic labelling.
The advantage is that the adaptive authoring sys@mafterwards automatically enrich the course
based on pedagogical strategies. For instancesyttem can consider the version of the Adaptive
Hypermedia course created by Dr. Van Bos as thsiarerfor beginner students, which are only
moderately interested in the subject, and do npirasat higher grades or deep knowledge on the
subject. For advanced students, wishing to passdhese with high honours, or simply wanting to
acquire more information for their future professblives, the adaptive authoring system can use
semantic personal desktop search to automaticallg é6n Dr. Van Bos's desktop any existing
scientific papers that are relevant to the curremtirse. These scientific papers can be used as
alternative or additional material to the main glioe of the static course.
This mechanism builds upon the following assumpsion
- As Dr. Van Bos is a specialist in the subject tdaupls interest is wider than that given by the
limitations of the course; he therefore both putdis and reads papers of interest on the
subject, which are likely to be stored on his cotapu
These papers can be considered as useful extrarcesofor the current course, and can
therefore be reused in this context.
As this storing process has taken place over seyeaass, Dr. Van Bos may not know exactly
where on his computer each individual article rateuwo the current course is.
Dr. Van Bos has been using Beagle++ Semantic Dpskystem (Beagle++ website), (Chirita
et al., 2006) to store both papers and all relexseta-data automatically, in RDF format.
This situation can be exploited by the authoring);ta quick search will find some of Dr. Van Bos'’s
own papers on Adaptive Hypermedia, as well as soopées that he has of his colleagues’ on the
topic, such as, for instance, the paper of Bruskgy called Adaptive Educational Hypermedia: From
generation to generatién (Brusilovsky, 2004), or the paperAdaptive Authoring of Adaptive
Hypermedia (Cristea, De Mooij, 2003b).
He may have saved these papers by himself, or rhizée received them by e-mail, from a colleague
working in the same field, or may have used hisM3e’s bookmarks to mark their position on the
Web.
In order for these retrieved resources to be relet@the overall Adaptive Hypermedia course, two
conditions have to be fulfilled:
The domain concept in the course where each resasinmost relevant has to be found (the
right information).
The resource has to be bound to that particularitoconcept (in the right place).
This means that the first paper can be added ircobese at a higher level, somewhere next to the
explanation of generic principles of Adaptive Hypedia, whereas the second paper should only be
placed somewhere in connection with the authoriraggss in Adaptive Hypermedia, otherwise its
content might be too specific to follow.
How can Van Bos find the right resource and adil the right place? The search can take placenda t
keywords labelling both the course pieces created/dn Bos, on the one hand, and the matching
keywords labelling the papers and resources oddsktop, on the other hand.



Chapter 1 Introduction

Please note that the system could, in principleo ahake these additions purely automatically. The
semi-automatic step however involves Dr. Van Bdsalty giving his permission about files from his
own desktop to be added to the students’ coursprecaution which he considers very useful.

The following section will continue describing inone detail how Dr. Van Bos can enrich his course
semi-automatically, without much extra work, as Ivad keep at all times the overall control and
overview, by highlighting other problems which appear and offering new solutions.

1.3.3. The problem of evolving semantic data

The semantic data provided by Semantic Desktopremvients will evolve over time. Because of this,

a solution to the problem of semi-automatic autipdf adaptive content will have to deal with this
evolution, as it may have to deal with informatimom different versions and sources. The solution
needs to be able to handle ‘malleable’ semantia,dat., data which does not have the exact str&ictu
or content as is expected. Reasons for these @hiifes can be multifold. Evolving insight will make
the semantic data differ. Additional informationyrtze added, naming may be changed and paths may
differ from what we expected before. This may disppen because, e.g., the source of the semantic
data changes.

Imagine Dr. Van Bos (the teacher of section 1.8vapting to author yet another course. Again he
chooses to use the concept-based adaptive edumatiypermedia authoring environment with
adaptive authoring support, MOT (Cristea, De Mo@§03), (MOT website ). In the meantime,
however, a new standard format for storing papasstieen introduced. Plug-ins for Semantic Desktop
environments have been developed, enabling the-daetageneration for this file type. The meta-data
produced uses a different schema, which is refliebtesome new features for this file type: a slight
different naming convention, compared to the old fype, and in the listing of some attributes im a
indirect way. The previous schema provided the papin an attribute callefile name |, where as
the new format has a relation to a file entity whitas aname. Due to the fact that the (semi-)
automatic population system has taken these kihdfanges into account, Dr. Van Bos proceeds in
the same way as in section 1.3.2. He creates a basise, and lets the system semi-automaticatly ad
relevant resources. Provided that the basic coasseell as the content of the information present
his desktop is the same, he gets a similarly satigfresult. The change in the internal settingsutth
not have affected his results.

1.4. Goals

As we have seen in section 1.3.2, automating sdrtieeasteps is very profitable, as an author daés n

need to add resources or meta-data manually. Adésaurces manually is very time-consuming and
hard to manage. In this thesis we want to impréneexperience of authoring Adaptive Hypermedia.
We want to make the authoring process itself maoditable for potential authors, based on solving
the problems we have described previously.

Our main goal, therefore, is achieving (or at leemstking a step towards) Adaptive authoring of
Adaptive Hypermedia.

Adaptive Hypermedia is not limited to the educadiofield and a course with alternatives for
beginning, intermediate and advanced studentsoAgh this is the main example we use in this thesis
our approach applies to other fields and can bd usth other strategies, as well. The choice of My
Online Teacher is motivated by its authoring irde€f and not by the educational setting. To make a
step towards our main goal, we define the follonsnd goals:

Sub-goal 1. Make the authoring process more profitable by soppsed solution, the integration
of two fields which have been almost completelyssate until now, Adaptive Hypermedia
authoring and the Semantic Desktop.

Sub-goal 2. Provide a form of authoring assistance.

Sub-goal 3. Take advantage of automatically generated metatdatave manual annotation
steps.

Sub-goal 4. Perform the integration with a new, improved webrfs-based authoring interface,
to provide authors with a usable interface in whtody receive some assistance. Produce a
prototype of this integration based upon the Myi@nITeacher Adaptive Hypermedia
authoring system and on the Beagle++ Semantic Dp®dvironment.
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There may be several other possible ways to cesatgtimal adaptive course. For example,
adding extra material for beginning students aseprgsite knowledge. In the process of this
thesis however, we will assume the following:

In an educational setting, taking a basic courskeattending it with relevant supplementary
material of higher difficulty (such as articles the subject) is a good (and simple) way to create
an adaptive course for advanced learners.

1.5. Thesis overview

The remainder of this thesis is organised as faldw chapter 2, more information will be given abo
related work. This is where both the concepts otharing of Adaptive Hypermedia as well as
Semantic Desktop are explained in more detail. Weslow the main techniques involved. We will
show that the Semantic Desktop with its technicpfésrs unique possibilities for retrieving relevant
items from the desktop in a smart way. Authoringiemments, as we will see, lack authoring
assistance; a very innovative form thereof is (3@atomatic generation of content, so this retriefal
relevant material is exactly what the authoringiemments need, in order be able to provide useful
help at the content side.
In Chapter 3, we introduce our method for providinig authoring assistance. The technical detéils o
how we tackled the problems Adaptive Hypermedichaumg currently suffers from, the lack of a
usable interface and the lack of authoring assistaand how we deal with evolving Semantic data, is
shown in chapter 4. We achieved the actual imprergnof Adaptive Hypermedia authoring, by
integrating

0 asolution to the problem of the lack of authorasgistance

0 with a new, improved version of an authoring systersed on web-forms.
This is done by means of integrating a new imprawneerface with an extension that offers authoring
assistance, achieved by integrating an Adaptiveeypdia authoring environment and Semantic
Desktop environment. We will present the selectedrenments for the integration and motivate why
we selected them. After looking into both enviromtse we also show how we achieved the actual
integration from a more concrete point of view. §process resulted in a prototype. Its implememati
is described in chapter 4 and in more detail in &mpx B and Appendix C. An installation guide can
be found in Appendix A.

Finally, chapter 5 will show that indeed we achidweer goal of creating a better Adaptive Hypermedia
authoring environment. Also, directions where weniv@ take Adaptive Hypermedia authoring from
here can be found in chapter 5.



Chapter 2 Background and related work

2. Background and related work

In this chapter we present important related wtlpgrovide the necessary background required for th
rest of this thesis. As mentioned in the first dbapwe want to make authoring of Adaptive
Hypermedia easier by integrating an Adaptive Hypestia authoring environment with a Semantic
Desktop environment. Therefore, we shortly intrauthe concept of authoring of Adaptive

Hypermedia in section 2.1. In that section we &sd at Adaptive Hypermedia from a model point of
view. We do this by examining the LAOS framework fadaptive Hypermedia authoring, with its

LAG model for adaptation, in some detail. LAOS I tmodel used by the Adaptive Hypermedia
authoring interface we selected to base our prptotyn. In our prototype, the integration is achieve
by means of processing a common file format, inag which is very similar to a conversion of the
content between Adaptive Hypermedia systems. Therefn section 2.1.3 we introduce the common
file format used and discuss conversions & internfgc

With Adaptive Hypermedia, web pages can adapt tbeitent towards the user’s needs. Adaptive
Hypermedia is further introduced in section 2.1e Bemantic Desktop is a desktop where information
is not just stored as raw material, but is stomggbther with additional semantic information abisit
meaning. The Semantic Desktop will be introducechore detail in section 2.2. The main techniques
used in the Semantic Desktop, RDF and OWL, aredinited in sections 2.2.1 and 2.2.2 respectively.
As in our prototype we will use XSLT (to converttiveen formats), we also introduce XSLT in
section 2.2.3.

2.1. Authoring of Adaptive Hypermedia

Nowadays, Adaptive Hypermedia systems (AHS) ar@imang more popular due to their correlation
with the recent endeavour of the W3C and the IEBEHR (IEEE LTTF website) community towards
(ontology-based) customization and the Semantic W¢BC, 2001), (Cristea, De Mooij, 2003b). The
edge of AHS research and implementations (suchHas!over classical Intelligent Tutoring Systems
(ITS) (Brusilovsky et al., 1996) relies on theimgilicity: they contain a simple domain model, user
model (usually an overlay model of the domain mpdemed at a quick response, which is extremely
beneficial in the speed-concerned WWW environment.

To enable Adaptive Hypermedia to adapt its contewards the user's need, alternatives for different
types of users need to be present. The authorohaeate all possible paths and assign weights and
labels to indicate when each piece of content shbalshown. How these weights and labels are used
will follow.

In our approach of integrating an Adaptive Hyperraeduthoring environment with a Semantic
Desktop environment we choose My Online Teacheghasuthoring environment. Our main reasons
for choosing MOT over any other research Adaptiypétmedia authoring system is its relatively well
developed interface, which has even been recemiydved (Saksena, Cristea, 2006), as well as the
availability of a meta-data schema.

The LAOS model (section 2.1.1) presents a clear wetl defined model on which Adaptive
Hypermedia systems can be based. Such a cleaeparadion of concern between concepts, the
grouping of concepts and the adaptation and pragentis absolutely essential in order to be able t
author larger pieces of content with the desirezbgation.

The LAG layer (section 2.1.2), in particular, iseilf a three-layer adaptation model, used in meltip
AHS for providing the adaptation model for the LA@8aptive Hypermedia model. The separation of
content and adaptation allows effective authoring.

In the rest of this section we will introduce b&thOS and LAG in more detail.

2.1.1. LAOS: Layered Model

The LAOS model is a more general layered framevioriddaptive Hypermedia authoring, built upon
AHAM (Wu, 2000), a well-known model developed aé thindhoven University of Technology, and
based on previous models proposed for the educatiield (Cristea, Aroyo, 2002). Well known
Adaptive Hypermedia authoring systems like My Oelifieacher are based upon the LAOS layered
model.

A previous version of it, the layered model for ftlee Hypermedia authoring design methodology
for (WWW) courseware (Cristea, Aroyo, 2002) suggeke usage of the following three main layers:
conceptual layeexpressing the domain model (CL - with sub-layatemic concepts and composite
concepts — with their respective attributdsgson layer(LL - of multiple possible lessons for each
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concept map or combination of concept maps)stndent adaptation and presentation lay8APL -
based on: adaptation model and presentation mod#élthese layers should be powered by the
adaptation engindAE). Note that, already, when compared to (Wu,Bda, 2001) this predecessor
model was using thkesson mode(LM) as an intermediate model between tioenain mode(DM )
and theuserandadaptation modelUM, respectively AM).
The LAOS model is a more generalized model for gerfdaptive Hypermedia authoring. The idea is
based on thebook—courseor book—presentationmetaphor: generally speaking, when making a
presentation, be it on the Web or not, we basepifisentation on one or more references. Simpgfyin
a presentation is based on one or more books. ¥Mghin mind, it is obvious why one cannot jump
from the DM to the AM (or UM): it would be equivait to skipping the presentation and just telling
the user to read the book. In other words, thecbespace is too big and there is a too high degfee
generality (no purposeful orientation within th&iadl material - i.e., book).
Therefore, an intermediate authoring step is ddfimehich is goal and constraints related: gbabs
give a focused presentation, and constraints tit the space of the seafctSimplifying, we can
consider the goal as being a specific end-stai,tlam constraint to be defined as a sub-layer ef th
goal and constraints modetodel (GM) (see Figure 1).
Thus, in a general-purpose Adaptive Hypermediaairth environment, LM is replaced by the goal
and constraints layer (GM); this explains why, @m& LAOS-based systems, an entity in this layer is
called a lesson, instead of a goal model. Moreowbvjously, student adaptation and presentation
becomes the user adaptation handled by the useelmoil, and the teacher-author persona is
replaced by a general Adaptive Hypermedia designer.
There are some fundamental differences betweemgavily DM or, DM and GM, as follows:
Dynamic (adaptive) presentation generation becgossible (Cristea, De Mooij, 2003).
The actual presentation seen by the user can cobtah elements of the GM as well as
elements of the DM (e.g., for clarification of axpianation based on only the GM, the other
elements/objects of the respective concept, ootiher concepts related to the current concept,
can be referred, via a jump over one layer; thisesponds to sending the student back to his
book to find a definition that should have beerhia prior knowledge). This increases the
flexibility and expressivity of the created adaptjpresentations.
The AE has to actually implement not only selectdmst also constructors (Wu, De Bra,
2001), as presentations can contain any type ofbowtion of (ordered and weighted)
attributes of concepts; in AHAM (Wu et al., 200Dbnstructors are mentioned, but considered
outside the scope of the model. This increasesah®lexity of the system, and issues such
as guaranteeing termination and confluence getdimensions (Wu, De Bra, 2001).
The total LAOS framework is composed thereforea# tomponents: DM, GM, UM, AM, PM, as can
be seen in Figure 1.
The (concept map oriented) design steps for theoasi{ Cristea, Aroyo, 2002) to take are:
STEP 1: write domain concepts + concept hierarchy
STEP 2: define domain concept attributes (defingnraad extra attributes)
STEP 3: fill in domain concept attributes (writentents)
STEP 4: add content related adaptive features degaGM (design alternatives — AND, OR,
weights, etc.)
STEP 5: add UM related features (simplest way.emlbls in AHAM (Wu et al., 2001), with
attribute-value pairs for the user-related entjties
STEP 6: decide among adaptation strategies; wnitedaptation language medium-level
adaptation rules (such as defined in (Calvi, Cais®002)) or give the complete set of low
level rules (Cristea, De Bra, 2002) (such as caomiaction: CA (Wu, 2000), or IF-THEN
rules).
STEP 7: define format (presentation means-relatefine chapters)
STEP 8: add adaptive features regarding presentatieans (define variable page lengths,
variables for figure display, formats, synchronia@atpoints (W3C, 2005), etc.).

! By introducing goals, it is also clear why thisdeis a dense level, made of multiple versionsefach initial concept map or
combination of concept maps: simply because therenailtiple design goals to consider.

2 Note that this still means that various flexilyilidegrees are left for the final adaptation touker and presentation model, so
that the presentation material does not becomaiahjigletermined.
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Legend:

()

concept
concept attribute

DM = Domain Model; domain maps.
domain concepts
and their relations are
defined here

GM = Goal (and constraints)
Model; useful domain concepts
are filtered and grouped
together here into goal maps;
(is sometimes also called
lesson modeh educational
settings; the goal maps become
lessons then)

UM = User Model; here, user
specific variables are kept
e.g. level, age, etc.

¥ GAmles;
NN
; lFrTHE?I(rufas‘:-
ar i F
NG L Adaptation langyage

i ” rule

=y ar’ -
AM Adaptation strategies

AM = Adaptation Model; defines
how the content is adapted
to the users needs

PM - PM = Presentation Model;
determines the look and feel, as
well as quality of service
parameters
Figure 1 LAOS layered structure
2.1.2. Adaptation layer: LAG

In the previous section we have shortly describegeaeral framework for Adaptive Hypermedia
authoring, LAOS. The functionality of the AM wasrfioer converted into a three layer model, LAG
(Cristea, Calvi, 2003), (Cristea, Kinshuk, 2003e(ghe right part of Figure 2), as first mentiotired
(Cristea, De Bra, 2002), and partially defined @ri¢tea, Calvi, 2003)direct adaptation techniques
(such as condition-action (CA) rulesijaptation languagand finally,adaptation strategies

Concepts in the LAOS Goal and constraints model leare weights and labels. These weights and
labels are used in an adaptation strategy. In mtotype, the preparation for adaptation is redlisg
means of semi-automatically assigning approprisights and labels to the newly extracted material.
It depends on the used strategy, which labels agights are appropriate. The adaptation strategy is
defined in an adaptation language called LAG, after adaptation layer. An example of a LAG
strategy can be found below. As can be seen, th@ l#nguage looks a little like a procedural
programming language and, in fact, one can thinkaf a domain specific programming language.
The example below shows a strategy callbdginner — intermediate - advan¢edhis strategy
displays concepts to the user, depending on hisrexe level. The example uses the labeég;

‘int’ and ‘adv for concepts intended for beginner, intermedete advanced users, respectively. The
example below uses a number of variables. 'Thew’ variable is one of the few standard variables
which determines if the concept is shown. Otheiades are also used, for example to record if a
concept has been visited, or how many conceptspafticular group of concepts have been visited. It
is more elegant to keep the set of variables adl ssaapossible. Fewer variables make strategies

% The LAG language tries to impose as few as passiiaindard variables, to give freedom of expredsidhe adaptation author.
However, such variables as the variable for deteingithe truth value of the showing state of a emitave to be predefined.



Chapter 2 Background and related work

smaller in terms of file size, which makes thenoaasier to read. Fewer variables also make steateg
smaller in terms of memory usage, which makes tperform better, as the system does not have to
keep track of so many variable8elow the example with comments is shown.

The initialisation part is first performed once,taf which, every time the user selects a (lesson)
concept, the implementation part, which is the alcitoteraction with the user, is performed.

initialization(

1) general: make every general (unlabeled) conegutable; mark every

concept as "not visited yet"

while true (
PM.GM.Concept.show = true
UM.GM.Concept.beenthere = 0

)

2) set the number of concepts for beginning, ineshiaite and advanced students to O
UM.GM.begnum =0

UM.GM.intnum = 0
UM.GM.advnum =0

3) count and store the number of concepts for beginstudents

while GM.Concept.label == beg (
UM.GM.begnum +=1

4) count and store the number of concepts for mestiate students

while GM.Concept.label == int (
PM.GM.Concept.show = false
UM.GM.inthum +=1

5) count and store the number of concepts for adedrstudents
while GM.Concept.label == adv (
PM.GM.Concept.show = false
UM.GM.advnum += 1
)

6) set the level of the student to beginner

UM.GM.knowlvl = beg

implementation (

7) UM.GM.Concept.beenthere computes the "numbémes Concept has been accessed" Also keep
track of how many beg, int and adv concepts stifichto be visited.

if UM.GM.Concept.access == true then (
if (UM.GM.Concept.beenthere == 0) then (
if (GM.Concept.label == beg) then (
UM.GM.begnum =1

)
if (GM.Concept.label == int) then (
UM.GM.intnum -= 1

)
if (GM.Concept.label == adv) then (
UM.GM.advnum -=1

UM.GM.Concept.beenthere += 1

8) Change stereotype beg -> int -> adv when appiaipr Make relevant concepts visible

“ Especially global variables have to be used sghfiras, depending on the implementation of the #i& can lead to great
overhead. In AHA!, for instance, rules on globati@hles have to be copied in each concept — myiitigltherefore the initial
LAG code by the number of concepts existent inmalo map.

10
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if enough(UM.GM.begnum < 1
UM.GM.knowlvl == beg
,2) then (
UM.GM.knowlvl = int

if enough(UM.GM.inthum < 1
UM.GM.knowlvl == int
,2) then (
UM.GM.knowlvl = adv

if (GM.Concept.label == UM.GM.knowlvl) then (
PM.GM.Concept.show = true

)

/7 |+ lonest leveldirect adapiation techriquiesies
— adaptive navigation support &adaptive presentation
— implem: AHA!; expressed in AHAM syntax
— techniques usually based on threshold compuiitianizble-alue
pairs.

+ medumieveladapiation language Adaptation
— ore goal / domein-orierted adaptation tediqeesibaa Assembly
higher level language that enbraces printive |(.5‘r[}ﬂg3
— lowlevel adaptation techniques (wrapper)
— newtechniques: adaptation language

* highlevel adaptation strategies
— wapping layers above
— goal-oriented

-

Figure 2 The five level AHS authoring model & The iree layers of adaptation

2.1.3. CAF (Common Adaptation Format)

CAF (Cristea et al., 2005b) is a portable XML fotmextracting common and extraneous elements
related to the way adaptive content is represeintedost Adaptive Hypermedia Authoring systems,
and is used by systems such as MOT, Content-e/LAOSBstea et al., 2006b) and AHA! (De Bra et
al., 2002). The CAF format offers a domain modett,pahere the information on the MOT domain
concept maps is stored; and a goal model, whermthienation on the MOT goal & constraints model
is stored. Although not an official standard yeg think it could well be one in the future.

Below, we show the DTD definition of the CAF fil& CAF file exists out of two parts, a domain
model part and a goal model part. In the domainehpdrt, all domain maps, which are used by the
exported goal map, are described. The domain nfawkeh number of concepts that represent the used
concept maps. Concepts can, in turn, hewe-conceptsas well asattributesthat represent relevant
concept meta-data, such as a titleradations that represent connections to other conceptsibAtes
have a name and contents. Relations have a nama agldtion link. The relation link connects to
another concept, with which the concept is therabgociated. The relation link depends on the
existence of the concept in the domain model @ty concepts which are present there can be linked
this way.

In the goal model, normally, only a part the expdrgoal map is described. The goal model (or I§gsson
can have any number of sub-lessons, which agaioyim can have sub-lessons. The ‘link’ attribute i
the DTD represents the fact that lesson concegtsaetually pointers to domain concept attributes.
This link also has a weight and label, to enableptide systems to decide (via adaptation stratggies
for which users its target has to be shown.

<?xml version="1.0" encoding="UTF-8"?>
<IELEMENT CAF (domainmodel?, goalmodel?)>

<IELEMENT domainmodel (concept+)>

<IELEMENT concept (name, attribute*, concept*, rela tion*)>
<IELEMENT attribute (name, contents)>

<IELEMENT name (#PCDATA)>

11
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<IELEMENT contents (#PCDATA)>
<IELEMENT relation (name, relationlink+)>
<IELEMENT relationlink (#PCDATA)>

<IATTLIST relationlink
weight CDATA ™
label CDATA ™
type CDATA ™

>

<IELEMENT goalmodel (lesson)>
<IELEMENT link (#PCDATA)>

<IATTLIST link
weight CDATA ™
label CDATA ™
>

<IELEMENT lesson (link*, lesson*)>

<IATTLIST lesson
weight CDATA ™
label CDATA ™"
>

The following example illustrates the DTD. The exdenbelow shows a CAF file with one domain
map, appearing in the domain model part. The domeidel is called ‘Adaptive Hypermedia’, with a
root concept titled ‘Adaptive Hypermedia'. It hasnge attributes, which are not shown here, and is
used for a goal map, which is not shown either bldgcated in the goal model part.
<CAF>
<domainmodel>
<concept>
<name>Adaptive</name>
<concept>
<name>Adaptive Hypermedia</name>
<attribute>
<name>title</name>
<contents>Adaptive Hypermedia</contents>

</attribute>
</concept>

</c6'ﬁcept>

</domainmodel>

<goalmodel>

</goalmodel>
</CAF>

Interfacingis defined (Webster) as the place at which inddpethand often unrelated systems meet
and act on or communicate with each other. Thimiieh is the closest to the interpretation used i
this report. Concretely, we are referring here he¢ specific types of interfacing, defining three
separate dimensions:
0 conversions between systems
0 modular extension approach
0 querying systems
Conversions between systeras take place from the adaptive authoring solutiothe training system
or vice-versa. The advantage of conversions is ttiey can take place at a different time from the
training content delivery and require no real-titmansactions. However, the granularity of the
conversion needs to be relatively low (in ordertfoe converted material to be semantically relevant
and independent). Furthermore, there are two tygfepossible conversions between systems: a
conversion between systems carfuieor partial.
o Inafull conversion, a full solution is convertidm one system to another. This is in practice
difficult to achieve, as ALL components neededtfa adaptation have to be converted.
o In a partial conversion, only some of the elemaiftthe adaptive solution or training system
are converted (for instance, only the learner maatebnly a CAF file).

In the modular extension approaclone system (adaptive solution or training systseryes as an
extension module for the other one. Another wayooking at this is to consider the two systems
building a larger system with extended functiomalithis, however, needs permanent access to both
systems in real time.

In querying systemsdaptive solutions are delivered via a queryrfate. One of the systems queries
the other one for the sub-elements necessary foredg This is the highest granularity interfacing

12
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possibility, as each sub-element can be queriedraggly. This also needs permanent access to both
systems in real time.

There are three main ways to perform a conversion:

- A pureone-to-one system to system converssoich as the one between MOT, the Adaptive
Hypermedia system used in our prototype and WHUR&fpther Adaptive Hypermedia
system.

A conversion via a common file formathich is not (yet) a standard. An example is the
conversion via the CAF format between MOT and th¢AA Adaptive Hypermedia system
(De Bra et al., 2002). This is the approach we tdacause it offers possibilities for moving
towards a more system independent solution, witdating with a very simple format.

We thinkinterfacing via standardss the most flexible way, if extension to otherambitrary
environments is important. Because of this, werlateluded ways to use RDF, via (on the
fly) conversion of CAF into RDF and RDF into CAF.

2.2. Semantic Desktop

The application of our solution involves integratia Semantic Desktop with an Adaptive Hypermedia
authoring environment. In this section, we willroduce the concept of Semantic Desktop as well as
the main techniques involved: RDF, in section 2.2rid OWL, in section 2.2.2. We will also introduce
XSLT, which enables us to transform XML formatsgisias RDF, into other XML-based formats, such
as CAF, see section 2.1.3.

The Semantic WeW3C, 2001) is a web of data. There is a lot dadae all use every day, which is
not part of the web. For instance, | can see mklstéatements on the web, and my photographs, and |
can see my appointments in a calendar. But caa hrsephotos in a calendar to see what | was doing
when | took them? Can | see bank statement lin@sdalendar? Why not? Because we do not have a
web of data. Because data is controlled by apjpticat and each application keeps it to itself.

The Semantic Web is about two things. It is almmrhmon formats for interchange of datéhereas on

the original Web we only had interchange of docutisiefilso, it is aboutanguages for recording how
the data relates to real world objecfBhis allows a person, or a machine, to starirofine database,
and then move through an ‘unending’ set of databadech are connected not by wires, but by being
about the same thing.

A Semantic Desktojs a Semantic Web enhanced desktop environif&auiermann et al., 2005).
According to (Sauermann et al., 2005), the Semddegktop will be the driving paradigm for desktop
computing in the area of the Semantic Web. Basethemeeds and expectations of users today, the
software industry will evolve to a future way ofroputing, Semantic Desktop computing (Sauermann
et al., 2005). One of the main building blocks #o8emantic Desktop is considered to be a Semantic
Desktop search tool, such as Beagle++ (Sauermaain 2005).

In the following sections, we will introduce RDFA®WL, the main techniques used in the semantic
web. We have looked into these techniques becautiee ciSemantic Web character of the Semantic
Desktop. In the following sections, we will alsooghto what extent we used these techniques in the
end.

2.2.1. RDF / RDFS

RDF (W3C, 2006) is an abbreviation of the resowescription framework. It is the main technique in

use for describing data in the Semantic Web, aaeckfbre also in the Semantic Desktop.

RDF is a W3C recommendation for representing mata-dn the web (W3C, 2006). It enables the
encoding of structured meta-data in a machine-gsatde way. This enables the exchange of
information and means that the information can laelenavailable to other applications then it was
originally intended for.

RDF is built out of subject-predicate-object trpldhis can be written as P(S,0), for example, wher

subjectP has gredicateor property S withvalue O. This can also be represented graphically in the

way we see in Figure 3.
Subject § FPredicate P Object O

Figure 3 Graphical representation of RDF triple
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RDF allows subjects and objects to be interchangkds, any object from one triple can play the role
of a subject in another triple, which amounts tainlng two labelled edges in a graphic represesati
(W3C, 2006).

RDF also allows a form agification, in which any RDF statement itself can be theetthpr object of

a triple. This means graphs can be nested, asawehained (W3C, 2006).

RDF uses URIs (Uniform Resource Identifiers) toatié® resources in terms of properties and values.
It can be represented visually as a graph (seed&j but there also is an XML syntax, which epabl
machines to process the information. An exampla 8DF fragment in this XML notation is shown
below. There is not just one mapping of RDF to XMifferent versions of RDF have slightly different
mappings. The example however, will show the culyemost popular mapping. In the example
below, email name and title of a person called Mfiker are show in RDF/XML.

<?xml version="1.0"?>

<rdf:RDF xmins:rdf="http://www.w3.0rg/1999/02/22-rd f-syntax-ns#"
xmins:contact="http://www.w3.0rg/2000/ 10/swap/pim/contact#">
<contact:Person rdf:about="http://www.w3.org/Peop le/EM/contact#me">
<contact:fullName>Eric Miller</contact:fullName >
<contact:mailbox rdf:resource="mailto:em@w3.org ">
<contact:personalTitle>Dr.</contact:personalTit le>
</contact:Person>
</rdf:RDF>

We looked into RDF, due to the fact that the My i@mlTeacher Adaptive Hypermedia authoring
system MOT also has a description of its formaRDF. In Figure 4, this RDF description is shown.
This figure illustrates, for example, at the toghti that an entity calledesson has two attributes, a
name and anid , that it roots in &Sub-lesson , and that is owned by Besigner . This is the
description of lessons created in MOT. The MOT eayswill be further introduced in more details
later in this thesis.

That MOT has a description in RDF format means, thltiough there was no implementation of MOT
authored content as RDF, it is clearly possibleefyesent it in this authoring environment as such.

id name l passwiord
id *

Conceptmap _um.\?l-pl Designer I;_—. Quner
-_
beloggs o | rotsin . weight
¥ subconcept is
- Y

Sublesson v
Concept |] relatesto Relatedness id ) -
relates o ¥
name " oy

is made
A

name
superconcept is

Concepthierarchy

Concept attribute
m Lessonhierarchy
weight ’ order
:._: ( id ]l connection l[ label J

Figure 4 RDF schema of MOT (Cristea, De Mooij, 2003

At the first glance, Beagle does not seem to useRDF descriptions, but the Semantic Desktop
search does use RDF descriptions, as found in (Beagvebsite). Thus, the extended Beagle version
of the Semantic Desktop search, Beagle++ (Beagleshisite) does make use of RDF descriptions, for
storing its meta-data. It uses RDF because ofdte ef harvesting and combining RDF data. See
Figure 5 for an example. In the figure, tRerson entity at the left has an attribubame, which
represents the name of a person. The email addngitg has abelongs torelationship with a person.
This shows that persons have a name and that eddiésses belong to persons. All used entities are
described like this.

superlesson is| sublesson is
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Figure 5 Graph of the email prototype (Chirita et d., 2005)

RDF makes no data modelling commitments. In padicuno reserved terms are defined for further
data modelling. RDF Schema (RDFS) lets developefimel ontologies for their RDF data. In RDFS,
the kinds of objects to which predicates can bdiegiare defined. Some terms are pre-defined, such
as Class , subClassOf , Property . These predefined terms are used in the spedifiersa
description. RDFS also uses the RDF notation; withdifference that now there is an agreement on
the semantics. The RDF descriptions of both theTMK@aptive Hypermedia authoring system, as
well as the Beagle++ Semantic Desktop environmsee Figure 4, Figure 5 respectively) are, in fact,
ontologies in RDFS description.

2.2.2. OowL

OWL (Web Ontology LanguagéMcGuinness, van Harmelen, 2004)) is a W3C recontagon
designed for applications dealing with the semanticinformation. OWL is defined as an extension to
RDF. It adds semantics to RDF, using pre-definedstracts. Therefore, it offers better support for
semantic processing than standard XML, RDF or RBRetha do. The OWL syntax is an RDF/ XML
syntax. Agreements upon the semantics enable reasaver the semantic data (more on OWL
reasoning will follow). A full list of features cahe found at (McGuinness, van Harmelen, 2004).
There are three different versions, with differerpression power, and different complexity regagdin
the computation of semantic inferences:
0o OWL Litesupports a simple series of constraints, whichcaraputable within polynomial
time.
0 OWL DL (Description Logicshas more expressive power, while maintaining cdatplity
of the results, but not necessarily in polynoniialet
0 OWL Fullis the complete OWL language; it relaxes somédefdonstraints on OWL DL and
makes available features which violate the conssapf Description Logic reasoners, and
therefore it does not guarantee computable resONBL Full allows free mixing of OWL
with RDF Schema and does not enforce a strict aéiparof classes, properties, individuals
and data values.
OWL, being one of the key techniques in the Sermawkeb (W3C, 2001), has the potential of
processing semantic data. This semantic data iglate stored in the OWL format. Rules can be
defined based on which reasoning can derive cepiaperties. An example can be transitivity. If we
have transitivity, and we know thatnaountain bikas asports bike as well as that sports bikes a
bike, it can be derived thatraountain bikés abike OWL reasoning (see below) can provide a method
of reasoning over the data present in the SemBets&top environment.

OWL reasoning

OWL reasoning provides a way to infer over semadéita. In a way, this is also provided by RDFS
schema inferences, but OWL reasoning can go beybatl by applying instance inferences and
defining rules. As we find in (Bechhofer, 2003)asening in OWL is based on semantics. Using the
semantics, inferences about ontologies or ontotogyabers can be made. Reasoning can be done by
class inferences, instance inferences or using soleeset. OWL uses an open world assumption. This
means that everything we do not know is not autmally false, it's just not described. For the
reasoning, the normal distribution rules, as kndvam the formal logic domain (see (Huth, Ryan,
2005)) hold.
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Class inferences

Inferences based on classes are baseslibolasse®r onsub-propertiesAs an example, let us take
four classes: a driver, a bus driver, a vehicle arzlis. Bus is a subclass of vehicle, and bus drive
drives a bus, driver drives a vehicle, so we camclkemle that a bus driver is a driver. These kinfds o
inferences are also possible in RDFS schema infeseand can be used in our prototype.

Instance inferences

Inferences can also be based on instances. Wheoparty takes a certain subtype, and there is an
instance which has this property, the instance resif that subtype.

For example, we have two classes: a bus driver,aahds. Theéus driverdrives an instance called
coach Thedrivesproperty ofbus drivertakes busses, so theachmust be d&us

Rule set

In (Harth, Decker, 2004), we see that reasoningatsmbe done by applying a set of rules to the OWL
ontology. This is where OWL reasoning really goeydnd RDFS schema inferences, provided, of
course, that the rules are actually defined. In etotype this is not the case, so using OWL with
OWL reasoning does not really add anything. If, bear, a way is found to either generate or
otherwise obtain some rules, the use of OWL mighbéneficial.

(Harth, Decker, 2004) describes how a set of riddorn format (see (Huth, Ryan, 2005)) is applied
to an OWL ontology. As we see in Figure 6, the ltdsta new, richer OWL ontology.

http: le. dell owl_lite_(http:/fexample.org/modell)
pilfexample, org/mode ff namespace abbreviations B -nemp P g

FORALL Mdl @owl_lite_{tMdl) {
/i copy all statements
FORALL O,P,V O[P-=V] =-

O[P-=v]@Mdl.
/i clauses for rdfs and owl

0=0 -

Triple Ruleset for OWL Lite-

Figure 6 Applying inferences make the ontology ricér

Because OWL has the potential of processing semdata, we studied OWL in order to judge if the
data we are dealing with can be better processtdiwiThe data we used in our prototype, however,
was only available as RDF in the Sesame (Sesamsiteébstore. It would be possible to transform
this RDF data into OWL data and apply OWL reasoning, because of missing rules and descriptions
in OWL, this would not go beyond RDFS inferencekjal the Sesame repository already provides.

2.2.3. XSLT

XML representations can be transformed into anotkBt. representations using XSLT (W3C,
2005b). In our prototype, we are using a commortgide XML format, CAF (see section 2.1.3);
however, this is not a standard. RDF, which as awe i& section 2.2.1, is the main format in use for
storing data in the Semantic Desktop and Semanéb, V¢ a standard, and is represented via an XML
syntax (or in a graphical representation). XSLT transform XML syntaxes into other syntaxes. This
other XML representation could again be an RDF dgsan, or a CAF file. Thus, transforming RDF
descriptions into CAF descriptions as well as CAISatiptions into RDF descriptions is a relatively
easy process, provided, of course, that the R@Fofflers the required information to construct aFCA
file from. All that is needed is an XSLT processord an XSLT style sheet, of which an example is
given below. This example can transform a CAF ifit® a RDF file. The top element of a CAF file,
called CAF, is matched and processed. This praegssidictated by the structure of a CAF file. The
domain model part is selected, and every domaircemnmap is turned intaglesson:domainmodal
rdf:about="http://www.rexmedorum.demon.nl/{concepthe}">; whereconcept/namés the name of
the domain concept map described in the domain mpae of the CAF file. In the same way,
concepts, as well as the goal model part, are psece

<?xml version="1.0" encoding="UTF-8"?>

<xsl:stylesheet version="1.0" xmins:xsI="http://www .w3.0rg/1999/XSL/Transform"
xmins:art="http://www.rexmedorum.demon.nl/articleSc hema.rdf#"
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xmins:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax-
xmins:lesson="http://www.rexmedorum.demon.nl/lesson

<xsl:output method="xml" version="1.0" encoding="UT

<xsl:template match="/CAF">
<rdf:RDF
xmins:art="http://www.rexmedorum.demon.nl/art
xmins:rdf="http://www.w3.0rg/1999/02/22-rdf-s
xmins:lesson="http://www.rexmedorum.demon.nl/
<xsl:apply-templates/>
</rdf:RDF>
</xsl:template>

<xsl:template match="domainmodel">
<lesson:domainmodal rdf:about="http://www.rex
<xsl:apply-templates select="concept"/>
</lesson:domainmodal>
</xsl:template>

<xsl:template match="goalmodel">
<lesson:goalmodal rdf:about="http://www.rexme
<xsl:apply-templates select="lesson"/>
</lesson:goalmodal>
</xsl:template>

<xsl:template match="concept">
<lesson:concept rdf:parseType="Resource">
<lesson:name><xsl:value-of select="name"/></I
<xsl:for-each select="attribute">
<lesson:attribute rdf:parseType="Resource">
<lesson:name><xsl:value-of select="name"/
<lesson:contents><xsl:value-of select="co
</lesson:attribute>
</xsl:for-each>
<xsl:apply-templates select="concept"/>
</lesson:concept>
</xsl:template>

<xsl:template match="lesson">
<lesson:lesson rdf:parseType="Resource">
<lesson:weight><xsl:value-of select="@weigh
<lesson:label><xsl:value-of select="@Iabel"
<xsl:apply-templates select="link"/>
<xsl:apply-templates select="lesson"/>
</lesson:lesson>
</xsl:template>

<xsl:template match="link">
<lesson:link rdf:parseType="Resource">
<lesson:weight><xsl:value-of select="@weigh
<lesson:label><xsl:value-of select="@label"
<lesson:linkPath><xsl:value-of select="."/>
<xsl:apply-templates select="lesson"/>
</lesson:link>
</xsl:template>

</xsl:stylesheet>

Chapter 2 Background and related work

ns#"
rdfs#">

F-8" indent="yes"/>

icleSchema.rdf#"
yntax-ns#"
lesson.rdfs#">

medorum.demon.nl/{concept/name}">

dorum.demon.nl/{lesson/name}">

esson:name>

></lesson:name>
ntents"/></lesson:contents>

t'/></lesson:weight>
/></lesson:label>

t"/></lesson:weight>
/></lesson:label>
</lesson:linkPath>

17



Chapter 3. Integration of an Adaptive Hypermedid Semantic Desktop environment

3. Integration of an Adaptive Hypermedia and
Semantic Desktop environment

As we stated before in our introduction chaptethaung of Adaptive Hypermedia is difficult and &m
consuming. We defined two main problems which deniified as causing this difficulty: the lack of a
usable interface and the lack of authoring asgistain this thesis, we are mainly concerned with
providing authoring assistance. Our prototype Wwél an extension of an existing system, which has
been improved with regards to usability.

One can think of many different ways to assist athar. We believe, as we argued in the introdugtion
that it will be useful for authors, if they can ate basic lessons (as is minimally expected froemth
even in the linear world of authoring) and add d@idapmaterial semi-automatically to this lessomiro
their desktops. As the author is usually an exipettie field, his desktop is a good source forvate
material of good quality. In a motivating scenasie showed before that indeed an author can create a
material for more advanced users out of a basi¢c dearly, there might be other possibilities, sash
creating extra background knowledge for beginrferanstance.

In this chapter, we will introduce our method faoyding this authoring assistance; the technical
details regarding our prototype can be found inptéra4. This is done by using the same educational
setting as in the example in section 1.3. In sacdid we give a global overview of our approachwHo
content, in the educational setting lessons caedited, can be seen in section 3.2. Finding otedla
meta-data is described in section 3.3; and, finatlysection 3.4 we show the resulting lessonhin t
rest of this chapter we assume a scenario liketlean section 1.3.2, where a teacher wants tdeeea
basic non-adaptive lesson, and turn this into ampthee lesson, by adding related resources for
advanced students. However, the same techniqubecased to enrich semi-automatically and set the
basis for adaptations for other types of presesmatisuch as news, commercial sites, etc.

3.1. Global overview

Our approach integrates two environments, an Adaptypermedia environment and a Semantic
Desktop environment. The Adaptive Hypermedia emritent we have chosen provides a web-forms
based interface for editing Adaptive Hypermedia.e TBemantic Desktop environment we chose
provides a semantic search, which can find reletedurces. ‘Related’ means here that a resource on
the desktop contains some of the keywords - or ra gfathe title -of a concept in the Adaptive
Hypermedia environment. In this chapter, we willstrate the different steps an author needs te tak
to create a basic lesson and turn it into a movarckd adaptive lesson. In chapter 4 we will descri
how the prototype achieves this, in more detail.

3.2. Editing a lesson

For enriching a lesson, a basic, linear lessonsheedbe created first. Assume that a teacher wants
create a basic lesson on Adaptive Hypermedia. €heher creates this basic lesson using the My
Online Teacher (MOT) Adaptive Hypermedia system dathoring, of which we give other details
later on in this thesis. We enabled MOT to expedsbns to a CAF file, which can afterwards be
enriched with our enricher application. The nevstescan be then imported back into MOT, by using
an extension to the MOT system we defined. By uSiAg, the enrichment process is more generic, as
we could also import the enriched file into anyesthystem which uses the CAF file format.

To envision the authoring process in MOT before ¢hbancing step with the enricher, assume, for
simplification, the easiest situation, in whicheac¢her starts with a system containing no confidre.
teacher will login into MOT, choose the option te&te a new concept map and select a name and
attributes he wishes to use (see Figure 7). Thediglso shows that the teacher can choose tha# set
attributes which will define each domain concepthie new concept map.
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Add conceptmap

Conceptmap name:
Adaptive Hypermedia

thy

Conceptmap

< JO< < < < [ < [

<]

<]

Figure 7 Creation of a new domain concept map

After creating this new domain concept map, thelieasees a screen as in Figure 8. He has created a
domain concept map callédaptive Hypermediavith one root concept, calledot. If, as in Figure 8,

the teacher has selected the root concept, he ditiitseattributes, or add sub-concepts to the root
concept. The teacher decides to first change the df the lesson inté\daptive Hypermedigsee
Figure 9). As can be seen, for every attributesowneces can be uploaded; text files will be added a
text, other files as links.

root

Conceptmap name: £

Figure 8 A newly created lesson called Adaptive Hyggmedia
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Adaptive Hypermedia Edit attribute

Concept name:
oot

Attribute name:
title

Attribute contents:

hdantive Hwvroermedia

Upload attribute resource:

I

Figure 9 Changing the title of the lesson to Adaptie Hypermedia

After changing the name of the root concept, tlaeher adds a sub-concept callethiat/to adapt tp
(see Figure 10). The title attribute for this sumoept will now automatically be két to adept toAll
other attributes are empty. The attributes canhamged in the same way as with the root concept. In
this way, a teacher can obtain a simple hieraréldpomain concepts.

Adaptive Hypermedia

Add concept

Concept title:

What to adapt to

add

Figure 10 Adding a sub concept calletiVhat to adept tdo the root element of the lesson

Now, the teacher selects the option ‘convert tede§ see Figure 11, and gives the lesson a name.
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Convert to lesson

[Lesson name:
Adaptive Hypermedia

include in the

(<<

<]

Figure 11 Convert a domain concept map into a lesao

The teacher proceeds and creates a whole basmnless Adaptive Hypermedia in this way. The
student preview of the created lesson looks likeigure 12. We see the conc&ghat to adapt to?In

our sample case, the concept only features a textescription and does not have any figures,
exercises, introduction etc. (although this wouddplossible).
‘What to adapt to?

ut th
that linl,

3 that when the

Figure 12 Basic lesson on Adaptive Hypermedia

Back on the teacher’'s home screen, he can expotesison, see Figure 13. The exported CAF file can
be used by our enricher to add resources to tkeriesis we will see in the next section.
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& http://localhost - My Online Teacher - Mozilla ... Q =

Home - rexmedorum

My On-line
Teacher: Export

Author: Maurice 2 i

Figure 13 Exporting a lesson to a CAF file

The intermediate CAF file format is particularlyefisl, because its enables teachers to transport
lessons between MOT systems at different locat@ndifferent systems which support the CAF file
format. This enables the author to create a lessame place and review the result, before it gets
delivered to the public. Another benefit of the w$e¢his CAF file, is the fact that, instead of MOds
said, any system which supports importing and eipprof CAF can be used, which means that any
given system can be made usable for our approadefirying an import and export from and to CAF.

3.3. Searching for related resources

On a Semantic Desktop we need meta-data for evuegytbresent. In the current context, we are
mainly concerned with articles in PDF files, browhestory, emails etc. We will describe this in mor
detail in chapter 4. Which files and thus which ardata is present on a teacher's computer is, of
course, dependant on what the teacher does omimguter. If, however, the computer he is authoring
the lesson on is the same computer as the one mh Wh performs his everyday work, the computer
should contain a wealth of resources related tdeheher’s field of expertise. Assuming that a leac
will usually author a lesson on a topic of his oupertise, there is enough material available en th
teacher’s desktop relevant to the lesson he igioge@Dur prototype uses the Beagle++ desktop kearc
tool, which provides a Semantic Desktop environm¥éfe will introduce more technical details in the
next chapter. The prototype uses meta-data desgribsources in more detail then normal file system
attributes do (see, for example, Figure 14). Infigere, a file is not only a data collection witlate
stamp and size, but, additionally to this, it canclassified as Rublication , and extra data can be
found, such as théonference at which this publication appeared.

Conference

published At

Publication

Figure 14 Example of meta-data

Meta-data can provide very useful information; sashe.qg., the author of a paper. Another meta-data
example is the place where the resources werevettifrom (this is useful, for example, for browser
history) and where and when a resource, such astiate, was presented. This additional information
can be used while searching. Moreover, this infionacan be added to a lesson, together with the
article it describes, as extra information for (hr@re advanced) students.

In the rest of this section we will describe theqass of searching for related resources and, d&iged
meta-data, adding them to a lesson.
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3.3.1. Searching related resources aided by meta-da ta

Beagle++ is a Semantic Desktop search for Linuke#ps indices about all resources on the desktop,
and keeps these indices up to date. This meansndtaad of actually searching through the desktop,
the indices can be used for searching. We assumatfood way to find related resources is to match
the resources and the titles and keywords of theequts present in the lesson with the resources
available on the desktop. The title and keywordewdry concept in a lesson are taken and used as
keywords for searching. The search is performedh&n semantic data of the Beagle++ Semantic
Desktop environment. More details about how maiglignactually computed will be introduced in the
next chapter.

Searching via Beagle++ can be done via a searefface, see Figure 15. However, in the case of our
prototype, the searching is integrated with theregldf related resources, as shown in the nextmsect
The teacher will never actually use the standaadickeinterface of Beagle++ for the process of ngni

a standard non-adaptive lesson into a more advaadagutive lesson.
Desktop Search: beagle

Search Sort  Help

Find: |hdaptive Hypermedia @Find MNow @
Application -
m Search & Indexing
Configure search & indexing properties
Documents
TM03-cristea-calvi-accepted.pdf
Friday
Figure 15 Searching with Beagle
3.3.2. Adding related resources to a lesson

Resources can be semi-automatically added to andsgour enricher application. The application is
started by the teacher. The teacher sees thedoeeirf Figure 16.

“ Enriche! o w X

Process caf file

(® Concept oriented

) Article oriented

[] Allow duplicates among siblings
Compute resource keyworids as set

[] Add hierarchical information as subconcepts

abel for added resources

advanced |

gight for added resources

50 ‘v

Figure 16 Enricher opening a lesson for enriching

The teacher can decide how he wants the addedroesoto be labelled and weighted. The labels and
weights are used, as said, by the adaptive stratetlye LAG language, see 2.1.2 to actually semi-
automatically create adaptive courseware; so thelllag and weighting choice depends on which
particular strategy the teacher uses (and viceaverhis choice limits the types of strategies trat
applicable). In our example, the teacher decidesis® an adaptive strategy for advanced versus
beginning learners and labels the inserted matadebrdingly with ‘advanced’. The teacher can also
make a few other choices; for instance, choosehlwbiithe two available ranking methods he wants to
use, i.e., if he wants to use a true set computdtiokeywords and if he wants hierarchical infotioa

to be added as sub-concepts. We will describestttenical details of these choices in chapter 4.

23



Chapter 3. Integration of an Adaptive Hypermedid Semantic Desktop environment

After making his decisions on these options, tlaeher clicksProcess CAF fileto open a lesson CAF
file. Opening the lesson may take a bit of timacsipossible material for enriching is retrievedisth
opening the CAF file. It is necessary to retriewsgble resources, before the author selects what h
wants to add, because possible resources have tanked first and then shown to the author. This
ranking can only be done if the resources areensd. It would be possible to do the retrieval
separately from opening the CAF file, but that viborean that the author would have to pressebett
resourcesbutton after opening. As going on to the selatid resources is the only possible next step,
a step is saved by doing the retrieval whilst opgrihe CAF file.

After opening the CAF file, the teacher will see streen in Figure 17.

Enricher o5 X
1 elect Common attribute
[ presentationDate]
1 [ tywe

][y rank

10 i

[7y presentedat
Select standard attributes ar| - [] [} conferenceRank

. Il | [r]o] I

||
Figure 17 Enricher selecting common attributes

The teacher is now given a tree view with the opputy to select some attributes. These attribates
common attributes, which exist for all possibleex@nt resources that can be added to the lessdn, an
can be extracted from Beagle++. The teacher sdhectsthe attributes he wants to include for akth
resources, to save the work of manually selectiegsame attribute for every resource. For instamee,
might want to add for all articles their presertatidate and the conference at which they were
presented; but might not be interested to add renkiformation about the conference or articles(thi
being less interesting for the flow of his advancedrse).

After having made his choice, the teacher predseSelect standard attributes and procematton.
Now, the teacher gets another tree view, as werséégure 18. The teacher can select the actual
resources he wants to add to the lesson. Thisstegeded so that the teacher can control whatwill
added to the lesson and what not, insuring thagtwifiles, for instance, stay private. By unfolglia
resource, the teacher can refine and change witichuées get added to the lesson. By default, only
the resources which the teacher selected in theguestep are extracted for all resources. Howeter

individual articles should be described with motteilautes than the default, the teacher has th&ceho
of doing so, here.
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Enricher o= B

[ 3 Addable Resources
o= [¥] 3 Fram Adaptive Hypermedia to adaptive Weh
o= [v] ] Adaptive hypermedia.
o= [v] [ Adaptive Autharing of Adaptive Educational H
[ 3 & Study of User Model Based Link Annotatio
L1 tyme
1 [ author-Brusilovsky, P_type
O D author-Brusilovsky, P._authorRank
O D author-Eklund, J._type
1 [ author-Eklund, J_authorRank
[ vid
Save tar archive 1 [ rank
[ presentadat
1[0 conferenceRank
[ presentationDate
o [ /adaptive Educational Hypermedia: From ge

4] I | IC

Figure 18 Enriching selecting the resources to bedded

The last step the teacher has to perform now imgdkie new lesson, by pressing gave tar archive
button. When saving a CAF file, a tar archive comtey the CAF file and all resources selected will
also be generated. Instead of the CAF file, this @echive can also be imported, which will
automatically put all resources in place for timidi to function properly.

It depends, of course, on the number and typesafurees the teacher has on his desktop, if hebwill
presented with a great deal of useful resourceapbrAn important strategy to improve the optians
teacher gets however, is adding enough good quedyyords to the basic course, as keywords are
basically what is searched for among the resoondhke desktop.

If the teacher wants to achieve the adaptatiois, ilnportant for the teacher to first choose atsgya
and see what labels and weights are used by titegy for advanced users, or any other group the
teacher wishes to target. The teacher should thiereset sensible weights and labels corresponiging
the selected adaptation strategy.

3.4. The resulting lesson

Our approach resulted in a richer lesson for theefieof advanced users. In this section, we will
compare the basic lesson we started with, withntbee advanced lesson, and show that indeed our
approach can provide useful assistance to a teacher

In our example, the teacher started with creatibgsic lesson on Adaptive Hypermedia. A preview of
what this looks like to students has been previosksbwn in Figure 12. The teacher now has exported
the lesson to an intermediate CAF file and enrictedth the enricher as described in this chapter.
The resulting lesson is an adaptive lesson, in fttie basic lesson is show to beginning studerds an
the more advanced lesson to advanced students. Méh&tsson looks like for beginning students is
shown in Figure 19.
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‘What to adapt to?

Figure 19 Beginning student’s view on the enrichetisson

We see in Figure 19 the student preview of the eptid/hat to adapt to?The concept only features a
textual description and does not have any figuersrcises, introduction etc.

26



Chapter 3. Integration of an Adaptive Hypermedid Semantic Desktop environment

‘What to adapt to?

Adaptive Authoring of Adaptive Educational Hypermedia.

link: cni W 2 df
presentedAt: AT

presentationDate:

From Adaptive Hypermedia to adaptive Web

Figure 20 Advanced student’s view on enriched lesso

The advanced students’ version is presented inr&ig0. Here, we see the concéyitat to adapt to?

The concept only features a textual description @wes not have any figures, exercises, introduction
etc. We also see here two new concepsiaptive Authoring of Adaptive Hypermediand ‘From
Adaptive Hypermedia to adaptive Welhich offer links to related resources. These #re added
articles, together with some meta-data describivggnt E.g., we can see where these papers where
presented and in what year.

As the two figures show, there is a clear diffeeebetween the view for beginning students and the
one for advanced students. The advanced studehtswgeextra links to related articlesfFrom
Adaptive Hypermedia to adaptive Weind ‘Adaptive Authoring of Adaptive Hypermediat the
bottom of thewhat to adapt t@woncept. The can navigate to the actual article®lbywing the links.

What is important here to note is that the authas basically only created a linear course, justeas
would do for any e-learning environment without aiildty, and the system has guided him step-by-
step into easily transforming this course into dapive one, with two alternatives: one for begmne
and one for advanced students. By changing theéeabatiaptation strategy (which the author can reuse
as created by other specialists) and the labeldliffgrent effects of adaptation can be achieved.
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In this chapter we have described our approacitefjrating an Adaptive Hypermedia environment
and a Semantic Desktop environment. In chapter @rentechnical details regarding the prototype
which we made for our approach are given. We haea shat indeed it is possible to provide teacher
assistance by integrating an Adaptive Hypermediér@mnment with a Semantic Desktop environment.
We saw that a teacher can create a basic lessdoefpnning students and can enrich this (semi-)
automatically with resources from his desktop fdvanced students, provided he has enough relevant
material on his desktop, of course.
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4. Prototypical Adaptive Hypermedia environment

In this chapter we present our solutions to thé lachelp for authors wanting to author Adaptive
Hypermedia. As we showed in the introduction, aritigp of Adaptive Hypermedia currently is
difficult and time consuming. There are two majsues, which are considered to be the main causes
for this: The lack of a highly usable authoringerfdces and the lack of authoring assistance.itn th
chapter we will show how we provided authoring stssice by integrating a Semantic Desktop
environment and an Adaptive Hypermedia environméstwe saw in chapter 1, MOT was selected as
authoring environment and Beagle++ as Semantic tbpsnvironment. These are the environments to
integrate our prototype of the solution with.

In section 4.1, we introduce these environmentaane detail. We will show why we selected MOT as
an Adaptive Hypermedia authoring environment argtudlee it in more detail in section 4.1.1. Section
4.1.2 will give details as to why we choose Beagles our Semantic Desktop environment for our
prototype and will introduce it in more detail. $ection 4.1.3, more information about the Sesame
RDF data store can be found, which in our prototypeused as the main way to link both
environments, by means of an enricher program.

Section 4.2 shows how the meta-data is enricherk,Hiee theory behind enriching lessons with meta-
data, and the meta-data format of both environmenesdescribed. In section 4.3, we present a
workflow, of how this meta-data enriching is actyachieved, in a more step-by-step description; we
also show how the authoring environment can takeamtdge of it. The section begins with an
overview of the steps necessary to enrich a lesswhdescribes each of them in more detail. Here we
will also see that, in turn, the Semantic Desktopimnment can take advantage of later manual
adaptations by the author. Semantic data is likelgvolve over time and not stick to the exact same
schema, as new information may be needed and egolvisights may demand small structural
changes. Section 4.4 describes our approach tsthis.

The first of the two major issues, the lack of ahls interface, or in some systems, the total tfckn
interface, will also be addressed shortly, and wWealso show how our approach was integrated with
the particular solution defined in (Saksena, Caisg906), in section 4.5.4.

As we implemented a prototype of the integratiotwleen an Adaptive Hypermedia authoring systems
and a Semantic Desktop environment, in sectioriheProcess of the implementation is described and
in Appendix A an installation guide is provided,dnable the reader to install the prototype andttry
out.

Finally, section 4.6 is a short summary of how @pgroach solved both the issue of poor usabilgy, a
well as the issue of lack of authoring assistaand, perform the integration.

4.1. Selected authoring- and Semantic Desktop
environments

In this section, we will be presenting the AdaptiMgpermedia Authoring environment and the
Semantic Desktop environment which we have choserofir prototype. In section 4.1.1 we will
introduce MOT and motivate our choice for MOT as #uthoring environment. In section 4.1.2 we
will introduce Beagle++, and give a motivation fohoosing Beagle++ as the Semantic Desktop
environment in our prototype. The Sesame RDF ste@ch is important in linking MOT and
Beagle++ together, is described in section 4.1.3.

4.1.1. My Online Teacher (MOT)

MOT (Cristea, De Mooij, 2003) was constructed basedMyET (MyET website) and on the three-
layer model for authoring adaptation, as introduce{Cristea, Aroyo, 2002). The three-layer model
basically contained @onceptual hierarchical layefof atomic and composite concepts, built of a
number of attributes), l@sson layerdealing with alternative presentation of conteattattribute level

or above, and a third layer student adaptation and presentation adaptati®his structure is in
conformity with the requirements of W3C towards thied generation Web, called the Semantic Web
(Berners-Lee, 1998). Further on, this model waimeefinto the LAOS model (see section 2.1.1), with
a domain modelagoal and constraints modeh presentation modeh user modebnd anadaptation
model MOT is a demonstration of the functioning of tfiest two layers (in both models), the
conceptual hierarchical layer and the lesson laleis system has some commonality with DCG, the
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dynamic courseware generator (Vassileva, Deter@8)1However, although dynamic generation of
courses is used, a MOT course is again adaptabieetstudent, conform to a user model. At the
student adaptation and presentation adaptatiom thigesystem should be able to interface with AHA!
(De Bra et al., 2002) and some other Adaptive Hypelia interface tools, but should also exploit
different adaptation granularity levels, as defined (Cristea, De Bra, 2002)irect adaptation
techniqguesmedium level adaptation techniqu@aptive tactics, as demonstrated in (Calvi, t€ais
2002)) andhigh level adaptation technique@daptive strategies) (see also section 2.1.2hen t
adaptation layer).

The edge of research AHS over classical Intelligartbring Systems (ITS) (Brusilovsky et al., 1996)
relies on their simplicity: they contain a simplengain model, user model (usually an overlay model o
the domain model), aimed at a quick response, wisigxtremely beneficial in the speed-concerned
WWW environment. A great advantage of MOT over pthdaptive Hypermedia authoring systems is
its relatively simple interface with web-forms. Shinterface has been even recently improved, while
tackling usability issues (Saksena, Cristea, 2006js makes it possible for authors, who are not
experts in the field of adaptation, to work withethystem, after some short-term familiarisatiort, bu
without extensive training.

Another factor in our choice was the fact that ¢hwas a meta-data schema available for MOT, which
suggests working with semantic data should be plessindeed, this proved possible, and thanks to
this meta-data schema, completing the cycle, aatleg the Semantic Desktop environment to take
advantage of manual additions by the author, wasiple as well.

The MOT database

In Figure 21 an UML overview of the database usedI®T is given. It allows constructing complete
domain concept maps (conceptual hierarchical lemet) lessons (lesson level), and storing the esult
in a MySQL database.

The system can be used by a course designer (t¢dlchecreates the adaptive course. S/he should be
able to compose lessons based on concepts froome@emomap. Therefore s/he should be able to
construct such a domain concept map, or to useiating one.

The database diagram can be divided into two pimtsconcept domain, formed by the left side of the
diagram, and the course (or lesson hierarchy) enritfht side of the diagram. These two parts are
connected by means of the relation between theemrattribute and the sub-lesson.
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Teacher
id :int
-name : string
-passwords : string

1 1
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0.*
Domain::Concepthierarchy Domain::Conceptmap Course::Lesson
-id s int -id s int -id - int
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-removable : bool

Figure 21 MOT database-diagram

The concept domain

The concept domain is represented by a domain porgerarchy. A composite concept is made of
one or more sub-concepts. The leafs of the treeatmmic concepts. Each concept (including the
composite ones) contains concept attributes. Thttsbutes represent pieces of information aboet th
concept they belong to, but they have no indepandemantic meaning. They are semantic
annotations or labels for the domain concept (Berhee, 1998). Different types of domain attributes
are possible, marked by the different attributéanees in the diagram. For domain concept attriute
some pre-defined attribute slots (such as titleywkeds, introduction, explanation, pattern, and
conclusion) were to be used, based on LAOS (Crif2eaMooij, 2003b), but also other types were to
be allowed.

Domain concept attributes can be related to edobroSuch a relation, characterized by a labelaand
weight, indicates that their contents treat similapics. There is also a feature of calculating
relatedness relations between domain concept @esb

\Exercises should have been modelled as speciakptsichecause they have their own hierarchical
structure within the greater concept structure levtiiey actually belong to one (non-exercise) cphce
The idea is that not only composite exercises @amade of sub-exercises, but also, that exerceses c
be labelled similarly to concepts, and can haveyited and labelled relations between them.
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As an example, the domain concept hierarchy strecaf the main composite concept ‘Neural
Networks I' can be seen in the left frame of FigR& This composite domain concept is made of the
sub-concepts ‘NN Introduction’, ‘Discrete Neuronr&&ptron’, etc., which are also composite domain
concepts themselves. The figure shows a screem$rmtmoment where the designer has chosen to
view the composite domain sub-concept ‘Mathematizatkground of Discrete Perceptrons’ via the
path ‘Neural Networks I' -> ‘Discrete Neuron Pertreps’ -> ‘Mathematical background of Discrete
Perceptrons’. The latter is composed of atomic epts; such as ‘Definition Linearly Separable Set’,
‘Theorem of classification for one-layer perceptratc., and attributes. In the right frame of Rigu

22, the domain attributes components list of tieilected composite domain sub-concept can be seen.

They are the standard domain attributes, suchitées, ‘tkeywords’, etc., but also non-standard ones

such as ‘exercise’. In fact, any number of non-dsad attributes can be added via the ‘[add atteput
button in the right frame of the figure.

M Concepts and their attributes - Netscape 6 j - O] x|
.. File Edit Wiew Search Go Bookmarks Tasks Help

@Q @ @ @ \Q S hitp:flocahostfarmout/conceptmapjconcept_frameset2. ot acherid=1amapid=118: | Ok Search | | tga

Neural Networks I MMathematical
background of
Discrete
Percepirons

Author: her 1

Conceptmap hame:

I

= m P ’ 0 3 Cremen
B & 9F | http: facslhost fapnout francaptmap showattvibutes.caivte acher

|
= 12ernapid=11fid=2358parertid=23¢ | == =

Figure 22 Hierarchical domain structure and attributes: predefined and others

Figure 22 also shows the owner (and creator) af ¢bncept map in the header part of each frame as
being ‘Teacher 1'.

If the teacher who is accessing this domain conoegg is also its owner and creator, he can edit the
attributes, as is shown in Figure 23. However, liees can re-use other teachers’ materials, dirégtly
copying what is of interest into their domain cautceaps (or lesson maps) for their courses, oubly j
linking their course/lesson to the other coursestHe latter case, the teachers can only edit the
connection (pointers or links), but not the conteot the lesson attribute. In this way, proprietyg a
responsibility issues can be handled.

In Figure 23, ‘Teacher 1’ has selected the atomalzconcept ‘Definition dichotomy’ of the previous
composite concept, and afterwards one of its preel@fobligatory attributes, ‘text’. This is a spalci
attribute, in the sense that it might still be reigal as having a semantic unity, although thicigaly

the semantic unity at (atomic) concept level. Nthat this rudimentary implementation treats
multimedia objects the same way as text, as longesare given by their pointers (addresses).
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Figure 23 Attributes editing and reading

The lesson

The lesson level repeats the information contaiaedhe concept level, now modelled based on
pedagogical goals. Some similarity with the concgpicture is still visible, in the sense that arse
(composite lesson) contains sub-lessons, whichcmemain in turn sub-lessons, hence enforcing a
hierarchical structure. Sub-lessons within a lessan be OR-connected (as lesson alternatives) or
AND-connected (all parts are obligatory). A lessmmtains therefore holders for OR-connected sub-
lessons (L-OR-Conn) and/or holders for AND-connéctab-lessons (L-AND-Conn), which contain
the lesson attributes. These lesson attributebeanst plain pointers to sub-lessons. The holderkze
said therefore to contain the actual sub-lessohs.difference to domain sub-concept sets is that th
sub-lessons have an imposed order (they are ordetsdor lists).

Moreover, a lesson attribute can contain, next tw instead of - sub-lesson holders, one or more
domain concept attributes. The latter represenltinkevith the concept domain. Therefore, the lezffs
the lesson hierarchy are attributes or orderedcfeatributes of the domain concepts. The idethas

the lesson puts pieces of information that areeston the concept attributes together in a suitable
default way for presentation to a student.

The lesson level processing is show in Figure 2&sbns are obtained from the domain concept map
level, at the present time via selection of attiésuthat are to be included in the final lessoresgh
attributes are to be added selection mechanisrmslhioald be triggered by the user model, as didtate
by the third level of adaptive authoring, the ‘statladaptation and presentation adaptation’ |er.
primitive adaptation labelling is already possibifethe sense of adding AND-OR connections to the
lesson building blocks. OR connections also havigliwe and labels. For instance, the group ‘Neural
Networks | — first attempt’ is formed of an OR cewtion of subgroups, out of which only two are
visible: ‘Neural Networks I' with 15% weight andarp (1)-(2) with 20% weight. The interesting point
here is that these weights can mean anything ttfeoawants: importance, relevance to a certain
subject, knowledge gain, etc. Some of the subgrofift)-(2) are AND groups, such as group (1)-(2)-
(5), containing ‘title’ and ‘text’ attributes of eoncept. The teacher can create this lesson from a
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domain concept map simply by selecting which attels out of the predefined ones should enter the
lesson. Then, the system automatically generatisslésson, by copying from the whole concept
hierarchy that was selected (so from each compositeept, sub-concept, etc.) the given attribudgs.
default, all attribute groups are AND attributest the teacher (designer) can easily change them in
OR ones and attach weights to them by pressinpARB] button next to the group.

Figure 24 Lesson view

The defaults automatize and facilitate the autlgpprocess. The attached labels can be used also for
many purposes, but are mainly there to show thenmgaf the corresponding weight.

Besides being able to generate lessons as ab@végdbher can add concept attributes from different
concept maps, edit the lesson, delete parts, etc.

The view in Figure 24 is handy for connecting addilg a lesson, but it was considered that il$® a
important for the teacher in his creation processee the final product of his work, or in otherds

the student view. As this is a material for an dadapcourse, the student view is not uniquely
determined. According to the user model decisidrasdd, for example, on an overlay model of the
lesson domain, with knowledge values associateld @ach sub-lesson, such as is used by AHA! (De
Bra et al., 2002)), different parts of the lessan be shown to a student.

However, for the moment, there is an approximateesit view, containing ALL alternatives existent
in the lesson, as can be seen in Figure 25. Tleiw does not take into consideration any complex
colour scheme, for instance, and is only aimedidhg a quick glance to the author of the student
input created.

The figure shows therefore the formatted conteftshe concepts ‘NN Introduction’ and ‘The Von
Neuman computer versus the human brain’ with tkelection of attributes, such as ‘keywords’,
‘pattern’, ‘explanation’, ‘conclusion’ and theirgpective contents.

Note that the main attribute, ‘text’, as well & ¢ontents, was not included (as it was not seleftte
this particular lesson; unlike the example in Feg@d, which is based on the same domain concept
map).

This lesson (Figure 25) can form, for instancejrewroductory course for beginners, or an informatio
leaflet for people wanting to get some quick infation about the course, without going into many
details.
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In such a way, several lessons (Figure 24,Figureef?5) can be created based on the same domain
concept map, or on a combination of domain conggggis on related topics.

Figure 25 Student view

4.1.2. Beagle++

Beagle is a search tool for Linux. It searcheshenauthor’s computer for documents, emails, androth

types of resources and automatically generates-dattaevery time a file is added or changed. This
automatic generation of meta-data is what we needdrr prototype. We want to use automatically
generated meta-data, so that basic content canrtehed with adaptive content from the desktop. A
great advantage of choosing Beagle++ for thisas tihe Beagle++ architecture is actually desigmed t

allow extensions to and use of its semantic datdoés this by storing the semantic data in a Sesam
RDF store, which can be accessed over a HTTP-ctione®y the use of a password, however,

making the complete contents of a user desktop@ulalvailable is prevented.

The standard Beagle architecture

The Beagle search tool for Linux searches on thboals computer for documents, emails, browser
history, chat logs, source code, images, musis filed applications and reports matches found. It is
written in C#, and uses mono and gtk# (Chernov5200

The BEAGLE system consists of two modules, the Bedgmon and the BEST interface. The Beagle
demon takes care of indexing the data as well taeving the data. Beagle uses an Inotify thread to
react to changes in the file system and a quemedid accept queries over its data. The Best query
interface provides the users with an interface lmictv they can enter their search queries and ichwhi
the results are displayed. Both modules are cordedtr a bus, called DBus, which allows them to
communicate.

The Beagle architecture as extended in the Semanfiesktop search

The Semantic Desktop search extends Beagle. Mésa-describing the resources on the desktop, is
kept and used while searching the resources. Tarerehe indexing mechanism is extended, as well as
the searching mechanism. In Figure 26, both adaptatare shown. The left part shows how the
indexing mechanism is extended. When a file istegkar changed, we see that the appropriate handler
is called and the Lucene index is updated, jush ése standard Beagle tool. However, extra to, this
meta-data generator is called. The generated nagtaisl stored in the meta-data index. The right par
shows how the search process is adapted. Aftesethieh keywords are retrieved, not only the Lucene
index is searched, as in the standard Beagle systgnalso the meta-data index. After that, theltes

is displayed.
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Figure 26 Extending Beagle with Meta-data Desktopearch

4.1.3. Sesame

Sesame is used by Beagle++ for storing its RDF idata. This allows extensions to and use of
Beagle++'s semantic data, because Sesame madeethantic data easily available to other
applications. As mentioned, however, a passwordgnts unwanted access.

Sesame is a generic architecture for storing amdying both RDF and RDFS information (Broekstra
et al., 2002). Sesame is aware of the RDFS sernsaaticl provides a web-interface (see Figure 27) as
well as a Java API for querying its RDF data in 8&Rql query language, an RQL-based query
language.

Sesame (Sesame website ) is used for the metardiEta mentioned in section 4.1.2. Upon creation
time of a repository, one can choose if one wantsm#erencing repository. An inferencing repository
will apply schema inferences, if applicable.

Because of the abstraction from the details ofstoyage system, it is easily portable to a largeetya

of storage systems, including the main memory atdtihse systems, or remote storage spaces on the
web. We selected to use MySql because we can useeitof charge and can easily install it on
Windows and Linux alike.

Through these interfaces one can query the starg uke SeRql query language, which resembles

SQL for a great deal. Queries look like this:
SELECT x FROM {x} p {y} WHERE condition

Here x is the object to select, y the attribute gnthe relationship (see section 2.2.1 for more
information on RDF syntax). For example, a valigguis:

SELECT Title FROM ({Title} art:title {“Activity-Base d Meta-data for Semantic Desktop
Search”}

The Sesame architecture defines a server-basetafpl. This enables local, as well as remote use,
for storing and querying semantic data. Commurocatian be done via any protocol, taking advantage
of the abstraction layer. Currently, the Beagleystam uses the HTTP protocol. The server-based
nature of Sesame allows remote access, but itpatsddes a security logon mechanism, which is an
important feature in the case of Beagle++, singarévents making the complete content of a users
desktop publicly available.
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Figure 27 Sesame web-interface

4.2. Enriching Meta-data

As we saw in section 1.3.2, we can integrate anpfda Hypermedia environment and a Semantic
Desktop environment via the use of meta-data froth bnvironments.

The following two sub-sections describe these twawl& of meta-data in more detail. The prototype
which was developed will have to deal with both aneata types. The meta-data of the Semantic
Desktop environment is important, because thathieres we want to find our relevant content. The

Adaptive Hypermedia authoring systems is also itgmtr as we need to know where we can add
relevant content.

4.2.1. Input Meta-data Schema

The Beagle+HBeagle website) desktop search system genenadiestares additional meta-data. Such
additional meta-data automatically annotates neténie user has read, used, written or commented
upon. Three such obvious sources of desktop betmawiformation are:

o files on the desktop,

o Internet browsing and files stored from the Intéraed

o mail exchanges and files stored from mail attachs@dhirita et al., 2006), (Ghita et al.,

2005).

Figure 28 shows an instance of this ontology depidiles annotated with their publication metaajat
file system attributes, web history, as well asrtial context (e.g., the fact that files are attatio
specific e-mails).
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Figure 28 RDF schema of meta-data from Beagle++ (Bgle++ website)

In Figure 28, the ellipse in the upper left parsatées emails (with subject, body, sender andistat
attributes) and their attachments. The ellipsena upper right part describes publications writbgn
several authors at different conferences (witle tiublication year, etc.). The ellipse in the lowedt

part shows web cache history representation (wgkguisited and dates of visits). Finally, thepsié

in the lower right part of Figure 28 describesdithat are saved on a person’s desktop, with tagire

and specific directory. Files on the desktop mayehiaeen saved via any of the other three processes
(from emails, from websites, or from conferences)an attachment entity and a file entity may refer
to the same object.

4.2.2. Output Meta-data Schema

These files and meta-data are however not enoughrterate a complete course. Specifically, we have
to add information about the hierarchical structame order of the material, in the context of sdes

as well as additional pedagogical annotations, ri@ag which students the material is best suitad f
(e.g., beginner versus advanced). Figure 29 shbiwgdrget schema, as defined in MOT (My Online
Teacher (Cristea, De Mooij, 2003)), an Adaptive Elypedia authoring system. The schema describes
two models used in the Adaptive Hypermedia autlgpparadigm: the domain map (left side of Figure
29) and the lesson (right side of the figure).
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Figure 29 RDF Schema of MOT .

A domain map is composed of a hierarchy of concepteh domain concept has domain concept
attributes, containing or linking to e-learning temt alternatives describing the same concept. In
addition to the hierarchical model, domain concepis also connect to related concepts.

A lesson is composed of a hierarchy of sub-less®he. lesson represents a filtered, pedagogically
labelled, weighted and ordered version of the cpheaéributes (see the relation between sub-lessons
and concept attributes). For more information ddTVsee section 4.1.1.

4.3. Transformation workflow

Beagle++ stores all meta-data in the Sesame RD&bds¢ (Chirita et al., 2006). All Beagle++
components, which generate meta-data (for exartipéeemail, publication, web cache and file meta-
data generators) add the meta-data to this databth®eagle++ components which use meta-data (for
example, the search and indexing module, the rgnkiadule or the browsing modules) retrieve their
data from this repository, and, in some cases.ewrédck new data (such as the PageRank value for
documents or other resources).

It is easy to accommodate additional modules is #mvironment by writing appropriate interface
components, which read and write from this repogitdhis is what we have done for MOT (Cristea,
De Mooij, 2003), (MOT website ), as describedhis tpaper. For our scenario, we have focused on the
semi-automatic addition of articles stored on tkeris desktop to a MOT lesson (Cristea, De Mooij,
2003). In MOT, this addition is done to an existiegson. Based on his pedagogic goals, the author
can process the data, by changing labels and vegightl adding other information on the article eAft
this enrichment, the lesson can be imported bati the RDF store. We use CAF (Common
Adaptation Format (Cristea et al., 2005b), a systatependent XML exchange format) in order to
simplify the transformation process from RDF to M@®T MySq|l storage format.
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Sl

++

Figure 30 Schematic overview of transformation workow

In Figure 30 we see a schematic overview of théesysThe bold parts, the MOT authoring system as
well as the Beagle++ Semantic Desktop environmahigady existed. The highlighted parts, the
import, export and enriching of a lesson as welltlzs export of a lesson as RDF, had to be
implemented. The implementation will be describedniore detail later on in this chapter. In the
remainder of this chapter we will describe thea@taspects of these parts.

4.3.1. RDF2CAF
In this step, we transform available articles iat€AF goal (and constraints) model, the goal model
part of the CAF file. This is a semi-automatic ste@pere the author selects a lesson (GM) in MOT and
then the system searches (based on keywords #a)dfdit related articles in the Sesame data store.
This is done by a Java utility which takes the ruta in the Sesame store and the goal model in CAF
format as input, and generates a new (updated)riess CAF file. As the articles are stored in fibes
the desktop, as an extra step, they have to beqattlystransported to the supporting server for MOT
The author now decides which of the retrieved Egibie wants to include or not.

Enrichment of the goal model and domain model

As MOT is mainly a tool for authoring education@déptive) material, the internal information
structures are based on strict hierarchies (se&rd-22). When enriching the domain model and goal
model, we, of course, want to get the right infatiorain the right place in this hierarchy.

To achieve this, the program first queries the @esalatabase, using as search terms title and
keywords of each domain concept found in the ctirgeral model. This procedure may result in the
same file being relevant in many places withinhlezarchy. The query looks as follows:

select x from {x} p {y} where y like “*keyword”

For example:
select article from {article} art:title {attribute} where attribute
like “*hypermedia”

Next, to ensure that we add every resource onlg ahe place with highest 'relevance' is sought.
For computing relevance, we have developed twdhiiglifferent alternatives, between which the
user can choose.

1) Concept oriented, relevance ranking method
The first relevance ranking method is computingwahce according to Equation 1:

Equation 1 Concept oriented ranking

_ [k(©)C k(@)

rank(ag) K@)

where:
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rank(a,c) is the rank of article a with respedti® current domain concept c;

k(c) is the set of keywords belonging to the curdamain concept c;

k(a) is the set of keywords belonging to the curesticle a;

|S| = the cardinality of the set S, for a given&et

We have chosen to implement two different compatsti One with a set, and the intersection
operation on sets, and one with bags and the édgos operation on bags.

Within set theory, &ag can be formally defined as a pair (A, m) wheresSome setand m: A N

is a function from A to the set N = {1,2,3,...} ¢bositive) natural numbers. The set A is called the
underlying set of elements. For each a in A thetiplidity (that is, number of occurrences) of alie
number m(a).

The intersection can be defined as C . B, f) where f(x) = min{m(x), n(x)}.
For example:

{a,a,b} C {a,a,a,x} = {a,a}

The reason to use bags instead of sets is thabufosystem, the number of times keywords appear in
certain texts can be relevant in itself (not justich keywords). As an alternative, the keywords could
have been weighted, with the weight representiegntiimber of occurrences of a keyword instead of
using bags in which keywords occur multiple tim&€be standard way the keywords are retrieved,
however is as a bag of keywords.

Equation 1 shows how many of the keywords (shayethé article and the concept) are present in the
article. E.g., if an article has less keywords thanther one, but the keywords shared betweereartic
and concept are the same, the former articlehaie a higher rank and ‘win’ the place in the cgice
Therefore, this formula is concept-oriented, inskase that articles battle for the same concept.

If a resource is ranked equally for two domain @pis in the hierarchy, we add it to the topmost
concept. In our implementation, based on sevena$,rthe number of articles to be added to any
concept was limited to three, as adding too matigles to one concept probably confuses the learner
rather than help her.

2) Article oriented relevance ranking method

We have also thought of implementing the rank sergby Equation 2.

Equation 2 Article oriented ranking

|k(C)C k(@)|
[k@©)I

Equation 2 shows how many of the keywords (shayethé article and the concept) are present in the
concept. E.g., if a concept has less keywords #mather one, but the keywords shared betweenarticl
and concept are the same, the former concepthaile a higher rank and ‘win’ the article. This
formula seems logical in the sense that it showsvihich of the concepts the article should be
attributed.

Therefore, this formula is article-oriented, in #ense that concepts battle for the same article.

rank(agc)=

Actually, the formula was not implemented ad-litarebecause the shared keywords between article
and concept should have higher priority as compaoethe number of keywords per concept. We
actually implemented the article-oriented altewetnethod using the following algorithm.
IF (card(k(n1) C k(@) = card(k(n2) C k(@) THEN

IF (card(k(n2) > card(k(n1)) THEN connect to nl

ELSEIF (card(k(n2) < card(k(n1)) THEN connect to n2

ELSE

IF (n1 higher than n2) THEN connect to n1
ELSE connect to n2

ELSEIF (card(k(nl) C k(a)) > card(k (n2) C k(a))) THEN connect to n1
ELSEIF (card(k(nl) C k@) < card(k(n2) C k(a))) THEN connect to n2
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The main difference between the formula and therétyn is the way it handles the case where two
possible target nodes have a different number pivhkeds in common with the paper to be added. In
the case of the formula, the deciding factor isagtsvwhich portion of the keywords belonging to the
concept also belongs to the article. The idea loethiis is that very general domain concepts maghav
something to do with the article, but may be muelgéneral, and have lots of additional keywords,
which have nothing to do with the current artidléith the algorithm, the deciding factor is firsteth
absolute number of matching keywords, and only wthexy are equal, the relative matching is used, as
in the formula. We consider a concept, which hasenkeywords in common with the article, to have
more relevance than other concepts. The idea behisiés that, otherwise, a domain concept withyonl
one keyword, which happens to be also a keywororigihg to a certain paper, would have the highest
possible relevance for this paper, even if anotlbeicept would have 20 matching keywords of its 21
total keywords. The" concept however is probably much more relevant.

3) Comparison of relevance ranking methods witbrimftion retrieval success measurements

Information retrieval is a well known area of contguscience, which deals with ranking of retrieved
results (Ghosh, Lee, 2006), (Soboroff, 2002). Imfation can be retrieved from various sources, such
as databases, and XML files. For retrieval systitnssimportant to be able to measure how succéssfu
they are on a given set of test data. Of course dthita set is of influence, and therefore manyatpe
need of standard data sets - see for example (@he2005). A widely accepted method to measure
the success of an Information Retrieval system kewis the use girecisionandrecall.

o Precision shows how close a given retrieved oligetlated to what the user asked, while

o recall tells us how many of the relevant objecterelretrieved.

Precision and recall can be measured using theAfoity formulae:

Equation 3 Recall

|ACB]|
| Al

Equation 4 Precision

|ACB]|
|B]

Where:

Al U = the set of relevant objects

Bl U = the set of retrieved objects

U = the total set of documents used in the experimen

In information retrieval, usually, the standard B@m model is used, which means that relevance is
determined in a binary way. Either a document lisvamnt or it is irrelevant. The precision & recaik
computed on a set of training data, with a seesf gueries. A user would have to manually asses th
relevance of the resources in the training set wegard to the query.

Ideally, one would want to achieve a high levetesfall without sacrificing precision. However, agt
figure below shows, as the recall rate increasles, grecision usually deteriorates very rapidly.
Moreover, this trend is not linear. Depending oe thipe and quality of the information and the
retrieval algorithm, precision will change. Theatlbalance between precision and recall will benfbu
at a payoff point that represents an acceptablenbel of the precision and recall lines in a graph.
Traditionally, this point is defined by either fing the recall (thus the number of allowed artictezee
Google), or by fixing the minimum precision threkho
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Figure 31 Precision & recall (Diagnosticstrategies)

If we compare the precision & recall method in hnfation Retrieval to our first method of concept-
oriented results ranking this looks rather similadeed, we can apply substitution to Equation d an
obtain Equation 5.

Equation 5 Substitution in the precision formula

IACBE A o) B o k(e | KOS K@)
g A =K@ =k@)=0 <

The substitution is interesting, as, indeed, theofkeywords from the original concept in MOT cdul
be considered to represent the set of (potentiadi@vant objects, whilst the set of article keysgor
represents the retrieved objects. Therefore, aundta represents some sort of precision measurement
how precisely does the chosen article expresstbgen concept.

Similarly, by comparing the formula for the artiddéented retrieval with the information retrieval
success measurements, one can see that this isuabtgto a computation of the recall. In designing
the course, however, precision is probably prefertbrecall, because adding too many articlesbean
confusing instead of helpful. We have limited oecall to a threshold of three articles maximum per
concept, as already mentioned.
However, our two formulas respond to two differgaals:

o finding the correct article for a given conceptr{cept-oriented)

o finding the correct place in the hierarchy for aegi article (article-oriented)
Just as in recall versus precision in informatietrieval, these two goals can be leading to differe
responses and error structures.
The first might extract only relevant articles, Iight attach them in too many places (the sanielert
might be relevant for more than one concept, ayidgrtoo hard to find an article for each concept
might generate too many copies of it).
The second might distinguish between merit conceptg, letting concepts compete, but may try to
add too many articles. For finding the optimaliestal for a certain dataset, these two formulasikho
be balanced against each other, finding the optpagbff point, in the same way as is often done in
Information Retrieval with the recall and precision
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CAF2MOT

The import of CAF files into MOT is implemented asPHP script and done in two steps. First, the
domain map is processed. During this process, socigive array is created as a lookup table. ig th

table, every domain concept attribute createdoisedtas follows:

[name_of _domain_map\name_of_concept_1\...\ name_of_ concept_N\attribute_name] =>
attribute_id

This allows a faster lookup in the next step thesul¥ be possible by doing a direct query on the
database.
In the second step, the goal model and its pagtgemerated. While importing, conflicts betweenlgoa
model names or names of domain maps may occure®rercurrently three ways of handling this:
- The author can choose to not care about it and rasult, get multiple domain maps and goal
models with the same name in MOT.
The second option is to have domain maps and godéls with conflicting names renamed.
In this case, after the import, the user will sdistawith the conflicting names and be asked
for new names.
The third option is to merge goal models and domadips with the same name (taking into
consideration that they might be extensions of esbhr). For domain maps, merging means
that two domain maps with the same name are compenacept by concept. Domain
concepts and attributes that were not present defer added. This merge option is essential
to our application. For our purposes, a goal milekported, then articles are added to the
CAF file and then the CAF file is imported backamOT with the merge option. Using this
merge option means that possible additions matieetgoal model between the export and
the import will not be deleted, and IDs of alreaysting attributes will not change, so other
goal models using one of the adapted domain mapsaetibe affected.
As the CAF format, which is a portable format ugedeveral Adaptive Hypermedia systems, does not
include the goal model name, this can be expored separate XML file. Figure 32 shows a
screenshot of the CAF import interface.

Figure 32. Importing from CAF to MOT (My On-line Te acher)

Working in MOT, the system from a user’s point of vew
In MOT, the data and meta-data imported from Seszanebe reordered and edited.

44



Chapter 4. Prototypic Adaptive Hypermedia environmme

Figure 33. Adding manual meta-data in a MOT goal mdel

Figure 33 shows an extract of editing in the goaldel environment (the import from Beagle++
generates extra information both for the domain mspvell as for the goal model). The paper called
‘Adaptive Educational Hypermedia: From generatiogéneration’ and all its relevant meta-data (title
authors, references, conference where presentgd)deen added automatically, during extraction, to
the ‘Adaptive Hypermedia’ domain concept, at thghleist level in the hierarchy. The paper ‘Adaptive
Authoring of Adaptive Educational Hypermedia’ ha=eb added to the domain concept ‘Authoring of
Adaptive Hypermedia’, in a lower position in theskdrchy, as it is a more specific paper. The author
can now manually add pedagogical labels to this mesterial, labelling the material ‘adv’ for
advanced learners.

MOT2RDF: MOT2CAF

Importing MOT into CAF is also implemented as a P$tfipt. First, the goal model is constructed,
based on the goal model hierarchy of the CAF XMe.fDuring this process, a list of the mappings
between goal model objects and domain objects [&. kafter producing the goal model, the
corresponding domain map is generated. Every dommaip used in the goal model is added to the
domain model, with all its sub-goal models.

MOT2RDF: CAF2RDF

For the sake of flexibility, and because CAF itselhot (yet) a standard, the MOT goal models sthoul
also be exportable as well as importable as RDEs&HRDF data can then be used again by Beagle++
(Beagle++ website). We came up with three differetttemas of the RDF meta-data for exporting,
between which the author can choose.

1. The first schema is the one as described in (Gridbe Mooij, 2003b). This format basically
contains the goal model and its used domain conuys, in a similar way as the CAF XML
format. A graphical view of the schema can be sedfigure 29. Since we already export the CAF
file, which is an XML format, we can use a XSLT Istgheet and do an XSLT transformation to
translate the CAF file into an RDF file accordimghe first RDF schema.

2. An interesting possibility is the use of exportedMRmeta-data for updating the Semantic Desktop
environment. This can be done by re-importing BRI¥ data back into the Sesame store. For this,
however, we need a format that describes the adssdirces only. The rest of the goal model, as
well as the rigid structure of domain concept mapd goal models, is not very suitable for this
purpose. Therefore, we defined an alternative Réhiema for exporting the added resources only,
together with their changed or added attributes.
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3. As a third alternative, we also add hierarchy infation between these resources, declaring
concepts to be sub- and super concepts of otheceptsy depending on their place in the
hierarchy.

Currently, importing of RDF can only be done, i€tRDF is in accordance with the RDF schema for

MOT, see 4.2.2.

4.4. Handling flexible schemas

Previously, we implicitly assumed the RDF schembeddhe fixed schema described in section 4.2.1,
i.e. all elements, relations and attributes to hefiged definition. Although we did not depend thve
names to be exactly as they are described, excefid title and file name attribute, we did assuathe
attributes to be directly connected.
In reality, our Sesame store will contain data Hase different schemas, as schemas on a Semantic
Desktop continuously evolve. There may be evoliimglghts which lead to multiple versions of the
same schema and different sources (Cristea e2@06), (MyET website). These evolving schemas
pose problems on the side of meta-data generafMsuo, in our case (Cristea et al., 2006), theieeal
of the data will be affected. We also could enceunroblems caused by the flexible schemas,
because, in such a case,
0 we cannot expect all attributes to be directly @med to the resources we are retrieving, and
0 We cannot expect any attribute to have a specéine)
still, we need at least a title and a URI to bke &b add resources in a useful way.
A solution for this can be based upon malleablees@s, as introduced in (Dong, Halevy, 2005). We
will introduce the concept and its solution in fbowing sections.

4.4.1. Malleable schemas

Although the problem of integrating information beson different schemas is not new, malleable
schemas present a new solution (Dong, Halevy, 2@X5)ier solutions are often based upon mediating
or merging more schemas (Buneman et al., 1992)apping to higher level schemas or ontologies
(Gardarin, Dang-Ngoc, 2004), (Ghita et al., 200%) éSchlieder, Naumann). More advanced solutions
deal with gradually evolving schemas (VelegrakialetDeters, 2003). Malleable schemas offer a way
for modellers to capture impreciseness of the dordaring the modelling phase in a well principled
fashion (Dong, Halevy, 2005). Malleable schemasaaranswer to the following main problems, when
integrating information on the web, and especiafiythe desktop,:

multiple original schemas with varying semantics;

evolution of schemas and semantics;

need of only partial integration (as opposed tbifuegration): often, only a part of the

existing schema is relevant for a particular aggian or user; integrating the whole schema

can be both an arduous as well as a superfluousisge
With the use of malleable schemas, vagueness caagiared at modelling time. The modeller does
not have to commit to a strict schema, but can bésesolution on a schema with some vague parts
which can evolve later.
The data model as described in (Gardarin, Dang-Ng@@4) fits the RDF/RFS model (Sesame website
). Everything is represented asubject, predicate, objecttriples. Subject represents class objects,
predicate represents relationships and object septe attributes. Attributes have a range of altbwe
values. The main differences between malleablersabk@nd normal schemas are:

classes or relationships do not need to have aspraeming

structure can vary
In Figure 34 we see an example malleable schenszdban which, queries between MOT and the
Semantic Desktop data in Beagle++, are made. Asamesee in (Cristea et al., 2006), there are three
main types of possible flexibility. The modellemcdetermine which flexibility he wants.
The different types of flexibility are:

- flexible class and attribute names, marked in #targle of Figure 34 by names ending with

a question mark;

flexible relation or property names, marked in éixample of Figure 34 by names ending

with a question mark;

flexible path, marked in the example of Figure B# double question marks.
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Figure 34 RDF malleable schema of directory data.

Term impreciseness: Flexible class and attribute maes

In Figure 34, class or attribute imprecisenes®isoted via single question marks ‘?’. For instarice,
entity ‘Article’ is imprecise (or malleable) and veritten as ‘Article?’. In other words, a malleabl
schema allows impreciseness in the naming of da$sg., ‘File’ can sometimes appear as ‘Atrticle’,
sometimes as ‘Artikel’. In the latter, the langudmes to be identified, whilst in the former, synomsy
have to be searched for. Such an uncertainty atdasis hames can appear, as listed above, when the
same class has different names in two differenemes, but also, when the target schema that is
queried is not known. This malleable feature ofescas is based on the ones proposed in (Dong,
Halevy, 2005). In the following, the malleabilitefihition in (Dong, Halevy, 2005) is extended, ldhse

on the needs we have found in our transformati@ahcamversion exercise between schemas.

Term impreciseness: Flexible relations or propertynames

Just as classes can be imprecise, properties s§edecan also be only partially known. For instance
we can expect that the malleable class ‘Author? bave a property ‘name’, but it could also be

‘firstName’ and ‘lastName’, or be expressed in &eotform. Therefore, we depict this expectation by
adding to our schema the malleable property ‘namA®ain, the question mark ‘?’ denotes the

impreciseness.

Furthermore, composed words can appear, such‘pesentedAt’ versus ‘conference’. In such a case,
synonyms are not enough. First, decomposition simwple words has to be performed, and then, the
expression identified.

Flexible paths

Beside the naming differences, schemas can alsadifferent structures. A class can be connected to
another class or property via a direct connectmmyia an imprecise, indirect connection. In our
example (Figure 34), the imprecise attribyteesentedAt?can be directly or indirectly connected to
the imprecise objectArticle?. This would correspond in the Beagle++ meta-datheme of section
4.2.1, in Figure 28, to the relationship betweea thot displayed) propertyName’ of the class
‘Conference’ to the entity Publication’. ‘Name’in Figure 28 is not a direct attribute of the slas
‘Publication’. Therefore, in Figure 34, the properpresentedAt?{equivalent to the above mentioned
property Name'in Figure 28), appears as an imprecisely linkedperty of the classArticle?’
(equivalent to the above mentioned claBsiblication’ in Figure 28).In Figure 34, such indirect,
imprecise connections (of undetermined lengthnaaeked bydouble question marke?.

The above three types of impreciseness can bevessoh various ways. &m similarity (Dong,
Halevy, 2005), e.g., can be resolved via WordnatordNet website) or by other similarity measures.
We can rely on extensive research regarding siityilareasures between individual schemastance
similarity (Dong, Halevy, 2005)structural similarity e.g., editing distance (Zhang et al., 1998),
approximate nearest neighbour search (Shasha,eRQfl5), unordered tree matching (Schlieder,
Naumann)schema-corpus similaritiHe, Chang, 2003)).
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It is important to note that, for malleable schemasmplete resolution of the impreciseness and
schema mapping is not desirable. The resolutiamlig interesting and important when specific querie
are posed against the malleable schema. The eleroktite malleable schema which do not appear in
the queries do not need to be bound to concreenszlinstances or schema alternatives. For malleable
schemas, the resolution process of the imprecisesesiterative discovery process

In the rest of this chapter we will introduce diffat types of malleable schemas and the way we
handled malleable schemas in our prototype.

4.4.2. Types of malleable schema

We identify two different situations where one meged to deal with flexible, evolving schemas, or
schemas which are not completely known. For disistgng these types we distinguish between
o applications which manage the information, ansvgeriquestions (queries) of other
applications, and
o applications which retrieve information, asking theanagement applications questions
(queries).
The management application needs to handle madlesdiemas, if it does not know exactly how the
data it stores looks like. It will then try to cangt a mapping from what kind of questions other
applications ask. We call this tygerver-side
The other situation is typically an application wlhidoes not know what it should be asking for
exactly. This we call thelient-sidetype.
In our case, it may be interesting for the Beagldesktop search tool to incorporate ways of hagdlin
malleable schema of the first type. The other typecerns our prototype. In the following section we
will show how this concerns our prototype, and hegvare handling it.

4.43. Our approach for our prototype

In our prototype, we want to be able to deal withleing schemas. For this, we came up with a way to
handle the client-side of malleable schemas as rasgtossible. In our authoring environment, added
information will always need a title, and to beebd locate resources, we will needila name

The other attributes however may vary. We seldataibutes which we can find, and give the author
the option to add them. This also includes indiyecbnnected attributes. We do this by looking if

attributes have attributes themselves. As for ille, twe use an implementation of a WordNet

(WordNet website) library to get hyponyms, hypersyamd synonyms of the word title.

Hyponyms are words with a particular meaning tkaihcluded in a more general wotdle in our
case. For exampldog and cat are hyponyms ofnimal A hypernym is a word with a particular
meaning which includes a more specific word. F@amegleanimalis a hypernym ofat

This is done behind the scenes, transparently umoawill not notice it, and only if a title atinite
cannot be found. First we look for an attributdezhltitle. If it does not exist, we will use theneved
words to look for a title attribute. For tfile name  attribute we test every attribute, whether or not
it contains dile name . If this file exists, then we have found our filame attribute, regardless of
its name. We assume that there are no attributetmioing names of files which have nothing to do
with the resource.

To prevent loops in the RDF graph form bringing puntotype in a deadlock state, we also added a
simple cycle detection method. A list of resourte&ept, while retrieving all attributes describiag
certain resource. If we encounter a resource wivigh already added, and that was in the list, we sto
adding more resources.

4.5. Implementation of our prototype

In this section we will describe the implementatimithe different parts of our prototype in more
detail. First, we describe the implementation oé tbxtension to the MOT authoring system.
Subsequently, we describe the enricher application.

4.5.1. PHP CAF export, import and merge

The Adaptive Hypermedia authoring system MOT isebiased system. As a programming language
we choose PHP because of familiarity with PHP, ed$estallation and the availability of ready teeu
XML parsers. In Figure 35 we see an UML overvievihad extension.
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Figure 35 PHP MOT extension overview

For a more detailed look, see Appendix B. The bsisiecture is as follows: For the import, the expor
as well as the merge process, there is an abstess, which uses a database connection and handles
some things commonly used between the domain npaadtbnd the goal model part. For these classes,
concrete implementations exist for the goal model domain model. For the import, an extra class
handles the use of an XML parser. For the impbis, important to first use the domain model import
as otherwise goal models would link to not yet &g concepts. For the export, the order is exactly
inverted, since only after exporting the goal modele can know which concept maps are needed. The
merger will merge two domain concept maps (domaénger) or two goal models (goal merger) node
by node. This is needed when the author imporsoles and domains, and some (parts of the) lessons
and domains are already existent; then, a mengedsssary, to enable the author to update therexist
parts with the newly added information.

4.5.2. Java enricher

The enricher application needs to be able to retrfites which are located on the desktop of ahaut
Because of security limitations, it could not beplemented in PHP. Because the API to the Sesame
store was available mainly in Java, we decidedoitilel be best to implement our enricher application
in Java as well. In Figure 36 we see an overviethefenricher system.

Figure 36 Enricher overview

The enricherGUI is the user interface from whicle #wthor controls the application. This uses
CheckNode and CheckRender for visualization ofrétdeved resources. It also uses an instance of
Enricher, which does the actual processing. It sehé configuration file, parses the CAF file, and
writes back the new CAF file. For a more detaileokl see Appendix C.

45.3. Integration of extension with MOT
The integration of our extension with MOT was rielelly easy. The CAF subfolder could be placed in
the MOT folder, just as the files which determime look and feel (header.html, afterMenu.html,
footer.html). We do require PHP to be installedwvilie MySql extension activated. Also, the links on
the teacher’s site to the import and export of Gifl RDF had to be defined in the system in the
appropriate filesteacherhome.cgindteacherhomelogin.cgn the old version).
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4.5.4. Integration with the new version of MOT

In (Saksena, Cristea, 2006), a new version of ti@TMAdaptive Hypermedia authoring interface is
described. This newer version offers an interfaasedd on web forms, and thereby offers a usable
interface to the author, which is one of the maiwbfems of Adaptive Hypermedia systems currently,
as we saw in the introduction of the thesis. Thesvrversion was created as follows. In (Saksena,
Cristea, 2006) the sub-problems, which influendea @sability of MOT negatively in the previous
version of the system, are defined, based on a auwfuser studies with the help of questionnaires.
Based on the studies, as well as on comparisonsebat LAOS and LAG theory and actual
implementation, a list of detected problems or fldésmprovements was created. Next, their priority
and implementation difficulty was computed andelist Finally, solutions were defined and are
currently being implemented in an iterative process

The integration of the extension with the new varsof MOT was relatively easy. As the first set of
improvements were targeted mainly at the systeprfaxte, the database schema of version 2 of MOT
has remained the same, which meant that the furattip of our extension did not have to be adapted.
Of course, we did require PHP to be installed. Sitie look and feel changed a fair deal, the files
responsible for the look and fedle@ader.html, afterMenu.html, footer.hjrhlad to be adapted to the
new look and feel. Also, the links on the teachsits to the import and export of CAF and RDF had t
be defined in the system in the appropriate filesspns.cgi in the new version, teacherhome.cgi and
teacherhomelogin.cgi in the old versjoBelow, a few screenshots of the result of thiegration are
shown. In Figure 37, as an example, a studenteunesf a lesson on Adaptive Hypermedia is shown.

Figure 37 Student view in the new system

In Figure 38 the new list of goal maps, previousdjled lessons is shown, with the export screesuof
extension.
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Figure 38 Exporting a goal map in the new system

4.6. Discussion

Currently, there are two main problems with authgrof Adaptive Hypermedia. First of all, although
some authoring tools have been created, the majattavas initially the functionality. This meansth
the authors have to work with interfaces which aoé very usable, at best, or learn new complex
formats at worst. The second problem is the lackaofhoring assistance an author currently
experiences while authoring. In this chapter wensftbhow we tackled both problems. Our approach
was mainly focused on providing authoring assistamy means of integrating an Adaptive
Hypermedia authoring system with a Semantic Desleéogironment. By integrating this semi-
automatic authoring environment with a newly imgdvauthoring system (Saksena, Cristea, 2006)
targeted at usability, however, we also addredsedsability issue.

Providing authoring assistance is achieved by mednsemi-automatically adding content to the
authoring environment with appropriate attributebé¢ls and weights), for adaptation.

In this chapter, we saw that MOT and Beagle++ waresen as Adaptive Hypermedia Authoring
environment and Semantic Desktop environment, ctsedy. We saw that our choice for MOT was
mainly motivated by the web-based interface, ad a®lby the fact that there was an RDF schema
available, and therefore a clear possibility fa tise of this meta-data. The Beagle++ environmaist w
mainly chosen as a Semantic Desktop environmeratusecof its automatic generation of useful meta-
data, as well as its architecture, which is acpuddisigned to allow the building of extensions.

We saw that in our prototype this is achieved lvgt fexporting a goal model to a common format
(CAF), querying the data in the Semantic Desktopirenment, using the query interface to the
Sesame store used by the Semantic Desktop envirdnmeehave chosen, and then, by importing the
file in this CAF format, with the new informationlded to it, back into the authoring environment. We
also saw that it is possible for the Semantic Dgskenvironment to take advantage of manually
adapted information from the authoring environment.
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Our prototype, integrated with the better usabléhaing environment, as seen in section 4.4.3,
provided the teacher with a way to take a basiealincourse and semi-automatically add relevant
information, such as articles, to it, for examfite,advanced learners, with the appropriate weights
labels for adaptation. We also saw that our pratyy applying malleable schema techniques, can
handle, to some degree, evolving schemas in ourament. This ensures that a new version of the
schema can be used without many problems, andtihat sources of meta-data can also be used.

We did not yet obtain full flexibility towards argrbitrary type of schema. Some basic things, like
indirectly connected attributes (Cristea et al Q&0 are for example still required to be desigaad
implemented, and therefore define future possibbekwThe generation of adaptation rules was not
taken into consideration. The labels and weighés bmrsed upon a set of adaptation rules used in a
given, predefined strategy. Labelling and weighimgurrently determined via a setting by the autho
More advanced methods of determining labels anght®icould be interesting; such as looking at the
labels and weights of the existing items, and agldesources with a weight with a certain amount
higher - or a label a step higher (if we think loé toeginner — intermediate — advanced example). Or,
alternatively, looking at the labels and weightedis the strategy, and interpret them automatigall

the extraction process. The use of a common forasatyell as some techniques of malleable schemas
for flexibility towards the RDF schema, are a fisgtp towards a way to integrate an arbitrary Séiman
Desktop environment with an arbitrary Adaptive Hypedia authoring system.

We saw that the integration of an Adaptive Hyperiaetlithoring system and a Semantic Desktop

environment can indeed offer the author authorisgjstance, and that together with the integration

with a more usable environment, this can be a $itsp towards broader use of Adaptive Hypermedia

by potential authors. We also showed that a prptogan be implemented, based on the processing of
a portable file format, intended for transferrirge tcontents of the system, such as the CAF format
2.1.3; we did this in the enricher application.
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5. Conclusion and Further Work

Adaptive Hypermedia systems offer a way to deligentent tailored towards users’ needs in an
automatic way. In this thesis, we have seen thidoaimg of such content, however, is time-consuming
and difficult. The problems with authoring of Aday#t Hypermedia are the lack of a highly usable
interface as well as the lack of authoring asscsta@ usable interface together with a system which
offers assistance to the author while authoringptida content will be a first step towards making
authoring of Adaptive Hypermedia more profitable floe authors, provided changing environments,
sources, and versions are taken under consideration

In this thesis, we have shown that authoring amst&® can be achieved by means of integrating a
Semantic Desktop environment with an Adaptive Hypedia environment.

We have also shown that this, together with thdiegton of a more usable authoring interface, can
provide a first step towards the desired authoengironment, in which authors will consider it
profitable to author Adaptive Hypermedia, not obhcause of the benefits of the final result, babal
because of the authoring process itself: allowingdr processing, like in any e-learning systermeei

by semi-automatic generation of adaptive alterestand behaviour.

We have shown that the Semantic Desktop offers yatawaapture meaning of data. If systems can
agree upon this meaning, which they can do vialogtes, they can process this data in a similar.way
We have shown how we have taken advantage ofghtsjntegrated the Beagle++ Semantic Desktop
search tool with the MOT Adaptive Hypermedia auithgenvironment.

The process works via a file format called CAF whis a common file format among Adaptive
Hypermedia systems. Content can be exported to €& MOT using our extension. A newly
developed enricher application can retrieve andgss the semantic data in Beagle++ and add relevant
resources available on the desktop for adaptation.

With our extension, this adapted content can beiteg back into MOT again.

However, the Beagle++ environment can also takeamtdge of manual adaptation in the MOT
environment. This can be done by means of expottisgcontent as RDF, which is the format which
can be imported into the Beagle++ environment.

To complete the RDF cycle, RDF can also be impantMOT.

We have seen how our extension for the MOT Adaptiygpermedia authoring system was
implemented, as well as how the Java applicatidrichvdoes the actual adding of adaptive content,
was implemented. An installation guide can be fouméppendix A.

5.1. Solutions

We have shown in the thesis that a first step tdwea better Adaptive Hypermedia authoring
experience can indeed be made by our approachthatdhis can solve the problem of Adaptive
Hypermedia systems of having poor interfaces, dsagethe problem of lack of authoring assistance.
The problem of the poor usability has been solweg@édrforming user studies (Saksena, Cristea, 2006)
and improving the elements of a current web-basddpfive Hypermedia authoring system, which
were detected as being problematic. The improveéstface that was the result of these studies was
integrated with an extension we made for offeriegistance to the author. The actual integrationt wen
better than expected, because the underlying noodehich the system was based, as well the way the
data was stored, or the user could navigate, warelranged much.

We have shown how this assistance can indeed bedptb by the integration of an Adaptive
Hypermedia authoring system and a Semantic Desitsiem. The current prototype demonstrates that
our approach enables turning basic linear contetut iicher adaptive content (semi-)automatically.
However, the usage of OWL for reasoning over the&w#ic data proved to be unsuccessful, because
of the lack of reasoning rules a priori availalilee access to the semantic data proved quite bgsy,
the usage of the Sesame RDF store. During the gsaglerefining our method, we found out that it
would be a good idea to considamlvingSemantic data. We observed that versions, asasedburces

of this data may vary over time, and indeed alandba solution in the application of malleable
schemas.

The approach of combining two relatively separaiel$ Adaptive Hypermedia and Semantic Desktop,
although illustrated by an example in the educatisetting, can be applied to other fields as well.

A step towards oumain goa) adaptive authoring of Adaptive Hypermedigas thereby achieved. The
author receives some assistance in an adaptivewragh enables him to create non-adaptive content
and semi-automatically add all the alternativesdede What gets added exactly is adapted to what the
author has on his desktop, and, of course, dependshich of the proposed resources he finally
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selects. In this way, we have successfully exterttlednotion of adaptivity in hypermedia: not only
adaptivity to the end user (learner or otherwisa)acessary, but also, the adaptivity towards deels
and goals of the author (in our case, the teacher).

In the following, we shall examine each sub-goaldefined in section 1.4, and analyze the degree to
which it has been accomplished.

Sub-goal 1 making the authoring process more profitable bypgroposed solution: the integration of
two fields which have been almost completely sepawatil now, Adaptive Hypermedia authoring and
the Semantic Desktop, has indeed been achievedadther can take a non-adaptive piece of content
and add all the alternative paths semi-automayicaliving a lot of time in the process; thus, some
level of profitability has been achieved. More exted evaluations are necessary to examine how these
functionalities are perceived by users.

Sub-goal 2providing a form of authoring assistance in th&y: has been achieved. Authors can take a
non-adaptive piece of content and add additiontiigpbor adaptivity semi-automatically, which saves

them a lot of time. Although we have selected MQ@Ttte authoring system, this approach is not only
valid in an educational setting, but applies toeotfields as well. Other strategies, beside thenpey

— intermediate — advanced strategy used in the gbesnin this thesis, can also be used, if the autho
chooses appropriate weights and labels.

Sub-goal 3of taking advantage of automatically generatetbrdata to save manual annotation steps :
is accomplished by using a Semantic Desktop enmiesm, which automatically generates meta-data
about resources.

Sub-goal 4The integration with a new, improved web formsdzhsuthoring interface, to provide
authors with a usable interface, in which they nezeome assistance: walso achieved .Although the
work on the usability and the work on the authorsupport was done in parallel, keeping the data
consistent meant that little effort was necessametrform the integration.

5.2. Limitations

An important limitation of our current solutiontisat the author is only provided help if he produeae
first version of basic content, which does not hawébe adaptive. The author thus needs to create
content of good quality, as a basis for the extdradmtent.

This is just one form of authoring support. Manfi@rtways of providing authoring support would be
possible, such as, for example, providing overvi@fontent created with the relations to other
concepts visualised. We did not consider any otfegr of authoring assistance.

The software which was produced is a prototypes Tinéans that the testing performed has been done
on a small scale and no real study has been peztbrmmith a larger group of real users. Therefore,
unfortunately, one cannot expect the same robustaed ease of use as one would expect from a full
scale commercial system.

Another limitation is that it requires the authorhtave relevant information on his desktop. An ekpe
in any field will have lots of relevant articlespdkmarks etc. on his desktop. If, however, for some
reason, the author decides not to author from aheescomputer as from the one on which he does the
other work - one can think, for example, of an autwanting to author at home, while doing work in
the area at an office somewhere else - the appraet not work at all. No relevant information will
be found, and therefore the author will not receing help.

The World Wide Web is full of information. Our amach however has no way of reviewing the
quality of information, and therefore does not lankthe web, with many web pages of questionable
quality.

5.3. Future work

Taking assistance in authoring of Adaptive Hyperimexthe step further, we would like to consider, for
future research, ways to obtain full flexibilitywards evolving schemas. Currently, we still reqaire
title and file name attribute, which may be namétecently and may not be directly connected. Some
resources, however, may have this information imaplicit way.

Currently, labels and weights of added resourceslatermined by a configuration file. The author is
supposed to set the appropriate labels and wefightse strategy he is using. A more advanced way 0
labelling and weighting would be interesting. Oram ¢hink of weighting based upon some kind of
difficulty ranking, or based upon the concept tachhthe retrieved resource belongs. For example, if
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we have a strategy with beginner, intermediateahdnced students viewing a goal model, resources
added to a beginner concept may be label as intkates whereas a resources added to an intermediate
concept would be labelled as advanced.

Moreover, it may be possible to introduce stratedor labelling and weighting added resources in a
similar way as we have the LAG strategies (see@e@. 1.2) for adaptation in the LAOS model (see
section 2.1.1).

It could also be interesting to see if our inteigratcan be extended and provide a more general
integration between Adaptive Hypermedia authoriggtems and Semantic Desktop environments. In
principle, the use of the CAF format already enstitee use of any Adaptive Hypermedia system
which features and import and export of the CAFfar. The use of an environment which processes
RDF, in principle, enables the use of any Semabtisktop environment, which enables us to get
access to its RDF data.

Also, opportunities of the Semantic Desktop forvong help with other steps of the authoring
process, as well as with other approaches, wouldheinteresting to explore.

54. Final Considerations

In this thesis we have shown that it is possiblémiprove upon the poor authoring experience of
current Adaptive Hypermedia systems and move tosvartietter authoring environment which offers
benefits to the author. By using this authoring iemment, convincing potential authors to use
Adaptive Hypermedia should be much easier. Howewer,are still a long way off from an ideal
Adaptive Hypermedia authoring environment, if indleeich an environment which is ideal for every
potential author exists. This thesis however hasartf shown that indeed Adaptive Hypermedia
authoring environments can be improved. An envirenthnwhich save authors a lot of time, rather
than demanding extra effort, is possible and egdeior the adoption of Adaptive Hypermedia by a
broader public. This was done by adapting to thhatis needs, thus generatiAgaptive Authoring of
Adaptive Hypermedia.
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Appendix A. Installation Guide

Appendix A. Installation guide

In this thesis we have described the integratioa &emantic Desktop environment and an Adaptive
Hypermedia authoring system. We made availabl@tfype of our approach. Below is a list of steps,
needed to install the prototype.

Install MOT, see http://wwwis.win.tue.nl/~acristesnt.html

Install PHP see http://de2.PHP.net/manual/en/inBtdP

Make sure the MySq| extension is installed, this lba checked by making a file called
PHPinfo.PHP, with the contents <?PHP phpinfo()afd checking if the resulting listing
(accessed through the web server) talks about MySq|

If it does not, uncomment (delete the ;)the follogvlines in the PHP.ini file:\\
extension=PHP_MySql.dll
extension=PHP_MySqli.dll

On Windows put libMySql.dll in c:\\windows and c:wdows\system32

and put it in the right place found in:

Configuration File (PHP.ini) extension_dir

install Tomcat, see http://tomcat.apache.org/

Install Sesame see http://www.openrdf.org

download the MySql connector/j from www.MySql.org

copy the MySql connector/j and the .jar files faime lib sub folder of the sesame installation
archive to ../sesame/WEB-INF/lib/

configure Sesame with the configuration utilitygbthe configuration file just created
../sesame/WEB-INF/system.conf) (in ../sesame/WEB/i)

On users tab, create a new user, and remembeseitsiame and password, give it an id that
does not exist yet

Go to the repositories tab and remove all of theoept the one with rdbms-rdf-db

Go to properties of the rdbms-rdf-db one (the miygmy glass icon)

Create the database rdbmsrdfdb (or any other nauméf, another name is used, the name of
the database in the Sesame configuration has¢bdrged) on the MySql server on localhost
in sail stack select the one ending with rdbms. Rg@fitory

In the parameters below enter a valid user namepassiword for the MySql server

In the configuration, go to the tab access rights set the access rights for the newly created
users to read and write and for the other usensne.

For the repository, choose whether or not it showddke use of schema inferences.

make sure java jdk 1.4 or higher is installed

make sure that the bin sub folder of the jdk ithim path

for the enricher application first run compile.ihyx/unux) or compile.bat (windows)

change the configuration file, so that the usessp@rd, database and location of the sesame
server match the installation
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Appendix B. UML description of MOT extension

In this appendix the MOT extension is describedniore detail. For the basic structure see section
45.1.

The database connection is a generic databaseat@melass, capable of connection to any database
using an ODBC connection, as well as to a MySqallate using the PHP-MySql and PHP-MySqli
methods. The xml2Array class is a class which ssasdard PHP xml parsers to deliver the xml file as
an associate array.

db the database connection

Figure 39 db database connection

Figure 40 MOTImporter abstract importer class
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Figure 41 domainlmporter importer for domain model

Figure 42 goallmporter importer for goal model

Figure 43 MOTEXxporter abstract exporter class

Figure 44 domainExporter exporter for domain model
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Figure 45 goalExporter exporter for goal model

Figure 46 MOTMerger abstract merger class

Figure 47 domainMerger merger for domain model

Figure 48 goalMerger merger for goal model

Figure 49 XmIToMotImporter
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Figure 50 xml2Array xml parser
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Appendix C. UML description of enricher

In this appendix the classes introduced in thedger in section 4.5.2 are given in more detail. The

enricherGUI class contains the user interface, vbntrols the program. The main action takes place
in the enricher.

Figure 51 The user interface
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Figure 52 The enricher enriching the CAF files
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Figure 53 ArtileScore keeps ranking, naming and attbute information for retrieved resources
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Figure 54 Reads the configuration file and makes # settings available to the rest of the
application

Figure 55 Renders the tree view which is show fohe author to choose resources to add
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Figure 56 A node used on the tree view
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